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Introduction

Economic development of a country mainly
depends on industrial growth and development.
Industrial development needs well performed
organizations and less growth of sick and other
unviable units. Long term growth of any
organization primarily depends on its good
corporate governance mechanism. Good corporate
governance is essential for companies to access
domestic as well as global capital at competitive
rates. Corporate governance has received the special
attention of various stakeholders after the revelation
of a number of corporate scandals such as financial
scams of Enron, WorldCom and Satyam in India.
These incidences emphasized the need of improved
corporate governance and led the way towards
more legislation in India and all over the world.
Corporate governance deals with the rights and

responsibilities of a company’s management, its
board, shareholders and various stakeholders such
as employees and customers. Corporate governance
affects the investment decisions of the company.
Therefore, good corporate governance is necessary
to make a sound investment decision which, in turn,
helps firms to prosper in the domestic as well as in
the global market.  It is concerned with the proper
implementation of policies and procedures by a
company to satisfy its related parties including
shareholders, employees, customers, suppliers,
regulatory authorities and the community at large.

The Organization for Economic Corporation and
Development [O.E.C.D] (1999) original definition
reads: “Corporate governance specifies the
distribution of rights and responsibilities among
different participants in the corporation, such as the
board, managers, shareholders and other
stakeholders, and spells out the rules and
procedures for making decisions on corporate
affairs. By doing this, it also provides the structure
through which the company objectives are set, and
the means of attaining those objectives and
monitoring performance.” Financial system plays
a very important role in the economic life of the
nation. The board of directors of a company is
obliged to monitor the activities of management on
behalf of shareholders and other stakeholders. It is
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assumed that board performance of its monitoring
duties is influenced by factors such as board
composition and quality, size of board, duality of
chief executive officer, number of board meetings
etc.

The overall health of an economy is closely related
to the effectiveness of the financial system in that
economy. We cannot imagine any business /
industrial activity in an economy without the
involvement of efficient banking and financial
services. Indian banking and financialindustry, has
always played a key role in preventing the economic
disasters in our economy.

Statement of the Problem
Often members of Board of directors have been

largely criticized for the decline in shareholders’
wealth and corporate failure.They have been in the
spotlight for the fraud cases that had resulted in
the failure of major corporations, such as Enron,
WorldCom Global Crossing and Satyam computers
in India. Some ofthe reasons stated for these
corporate failures are the lack of vigilance by the
board of directors,the inappropriate board
composition etc. As a result, various corporate
governance reforms have specificallyemphasized on
appropriate changes to be made to the board of
directors in terms of its composition, structureand
ownership configuration and in India Securities and
Exchange Board of India (SEBI) introduced clause
49 of listing agreement Therefore, the study is a
humble attempt to understand the association of
CEO duality-one of the essentials of board
composition on financial performance of companies
listed in BSE.

Research Question
The study attempts to address the research

question “Is there any significant relation between
the CEO duality and the financial performance of
the listed companies in India?”

Research Objectives
The review of literature revealed that corporate

governance has been studied from different angles.
The present study therefore focuses on an
important aspect of corporate governance i.e. CEO
duality. The study attempts to understand the
relationship of financial performance and CEO
duality of companies listed in Bombay Stock
Exchange (BSE).

Research Hypothesis
H0:- There is a no significant relationship between

CEO duality and organizational performance.
H1:- There is a significant relationship between

CEO duality and organizational performance.

Methodology

Since this study is on the board meeting of listed
companies in India, population of the study is made
up of companies listed on the Bombay Stock
Exchange (BSE). A sample of 50 listed companies
for the financial year 2013-2014 was used for
detailed study and analysis. For the purpose of the
study data has been collected through secondary
sources. The sampling technique adopted for the
purpose is simple random sampling for selecting
industries (banking and finance) and sample units.

Descriptive statistics, one sample t-test and
Spearman rank correlation coefficient test are used
for data analysis. Statistical software SPSS used to
analyze data.

Review of Literature

Adegbemi B.O Onakoya et al. conducted a study
on the topic “Corporate Governance and Bank
Performance: A Pooled Study of Selected Banks in
Nigeria” among a sample of  six selected banks
listed on Nigerian Stock Exchange and the
researcher observed that corporate governance have
been on the low side and have impacted negatively
on bank performance. The study therefore contends
that strategic training for board members and senior
bank managers should be embarked or improved
upon, especially on courses that promote corporate
governance and banking ethics.

“Corporate Governance and Firms’ Financial
Performance” is a study conducted by Sekhar Muni
Amba  among 39 companies listed in Bahrain bourse
in the Kingdom of Bahrain and the study revealed
that corporate governance variables do influence
firms’ performance. CEO duality, proportion of
non-executive directors and leverage had negative
influence and board member as chair of audit
committee, proportion of institutional ownership
had positive influence on firms’ financial
performance.

Lal C. Chugh et al (2009) on their research
“Corporate governance and firm performance:

Binoy Chacko & Gireesh Kumar G.S. / Impact of CEO Duality on Financial Performance: A Study with Special
Reference to Selected Listed Companies in BSE
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evidence from India” among 41 companies listed
in NSE in India and found that there is a positive
relationship between larger boards and financial
performance. The study also found a negative
relationship between autonomous board and
financial performance and the researches did not
found any relationship between CEO duality and
financial performance.

Matama Rogers (2008) conducted a study on the
topic “Corporate governance and financial
performance of selected commercial banks in
Uganda” among 4 banks covering 388 sample
respondents and found that Corporate Governance
predicts 34.5 % of the variance in the general financial
performance of Commercial banks in Uganda and
the significant contributors to financial performance
include openness and reliability. Openness and
Reliability are measures of trust. The study also found
that credit risk as a measure of disclosure has a
negative relationship with financial performance.

Zahid Irshad Younas et al. (2010) conducted a study
on the topic   “Effect of firm performance on
corporate governance a panel data analysis” among
a sample of 52 firms listed on Karachi Stock
Exchange from manufacturing sector of Pakistan
over the period of 2006-2009 with an objective   to
investigate the impact of prior year firm’s
performance on subsequent year firm’s corporate
governance mechanism. Their results revealed that
prior year firm’s performance has positive
relationship with board size but negative
relationship with audit expenditure. Furthermore,
any change in prior year firm’s performance causes
change in CEO duality.

Mamta Brahmbhatt, et al. (2012) conducted a study
on the topic “An empirical investigation of corporate
governance scenario in public vs private banks in
India” among two banks each from public and
private sector banks over the period of 2008-2011.
The study found an existence of ambiguity in
correlation between compliance of corporate
governance parameters and net profit. Clause 49 as
per SEBI rule was not been able to provide numerical
value of importance to each parameter as it is
debatable issue over years. Primary research revealed
the importance of different parameters set from the
perspective of investors and financial advisors.

Jatinder Kaur (2014) conducted a study on the topic
“Corporate Governance and Financial performance:
A Case of Indian Banking Industry” was an attempt
to examine the relationship between corporate
governance and the performance of Indian banks.
Based on the regression results, it was found that

different committees constituted by the banks are
significantly related with their performance.

Sumaira Aslam, et al. (2012) conducted a study on
the topic “ Relating Corporate Governance with
Market Valuation and Organisational performance :
An Empirical Study on KSE Pakistan” with an
objective to empirically test the impact of corporate
governance measures on organizational performance
of listed companies at 100-index of Karachi stock
exchange (KSE) and the result revealed that there
was a positive and significant relationship between
organizational performance and corporate
governance practices and there was positive and
very significant relationship between company
Valuation and corporate governance and the results
are consistent with organizational theory and
Agency theory of corporate Governance.

Data Analysis

The Table 1 shows the descriptive statistics of
dependent and independent variables of our sample
companies.

The Table 1 explains that the range of the CEO
duality in BSE listed companies is 1, (Minimum 0
and Maximum 1), standard deviation is 0.505, and
the Median is 1, the above descriptive statistics table
also shows that the CEO duality has the mean equal
to 0.52 and has the standard deviation of 0.505.
Skewness of the data is -0.083(standard value of
normal distribution is “0”) and the Kurtosis is- 2.078
(standard value of normal distribution is “3”) both
value of the CEO duality variable shows that the
data is approximately normally distributed. The
following Figure1 explains our analysis:

Fig. 1: Shows the data distribution approximately give any normal
distribution pattern.

Binoy Chacko & Gireesh Kumar G.S. / Impact of CEO Duality on Financial Performance: A Study with Special
Reference to Selected Listed Companies in BSE
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 CEO Duality Return on Asset Earning Per Share Calculated ROA Current Ratio 

N Valid 50 50 50 50 50 
Missing 0 0 0 0 0 

Mean .52 -1.097109806 42.35540 .662665904 1.8318 
Std. Error of Mean .071 2.4477799305 7.340521 3.1103572532 .38050 

Median 1.00 .645000000 26.46000 .625296459 .9204 
Mode 1 .2900000 -.270a -120.4092219a .50a 

Std. Deviation .505 17.3084178773 51.905319 21.9935470566 2.69057 
Variance .255 299.581 2694.162 483.716 7.239 
Skewness -.083 -6.952 1.971 -1.876 3.495 

Std. Error of Skewness .337 .337 .337 .337 .337 
Kurtosis -2.078 48.888 4.137 25.732 12.945 

Std. Error of Kurtosis .662 .662 .662 .662 .662 
Range 1 127.9041200 244.190 215.2003475 14.27 

Minimum 0 -120.4041200 -.270 -120.4092219 .50 
Maximum 1 7.5000000 243.920 94.7911256 14.77 

Sum 26 -54.8554903 2117.770 33.1332952 91.59 
 

The Table 1 exhibits that the range of the Return
on Asset in BSE listed companies is 127.9041200,
(Minimum -120.4041200 and Maximum 7.5000000),
standard deviation is 17.3084178773, and the
Median is .645000000, the above descriptive
statistics table also shows that the Return on Asset
has the mean equal to -1.097109806 and has the
standard deviation of 17.3084178773. Skewness of
the data is -6.952 (standard value of normal
distribution is “0”) and the Kurtosis is 48.888
(standard value of normal distribution is “3”) both
value of the Return on Asset variable shows that
the data is not normally distributed. The following
Figure 2 further explain our analysis;

Table 1: The descriptive statistics of dependent/ independent variables used for the study

shows that the Earning Per Share has the mean equal
to 42.35540 and has the standard deviation of
51.905319. Skewness of the data is 1.971 (standard
value of normal distribution is “0”) and the Kurtosis
is 4.137 (standard value of normal distribution is
“3”) both value of the Earning per Share variable
shows that the data is not normally distributed. The
following Figure 3 further explain our analysis;

The Table 1 explains that the range of the Earning
Per Share in BSE listed companies is
244.190,(Minimum -.270 and Maximum 243.920)
standard deviation is 51.905319, and the Median is
26.46000, the above descriptive statistics table also

The Table 1 explains that the range of the
Calculated ROA in BSE listed companies is
215.2003475, (Minimum -120.4092219 and
Maximum 94.7911256) standard deviation is
21.9935470566, and the Median is .625296459, the
above descriptive statistics table also shows that the
Calculated ROA has the mean equal to .662665904
and has the standard deviation of 21.9935470566.
Skewness of the data is -1.876 (standard value of

Fig. 2: Shows the data distribution is not normally distributed.

Fig. 3: Shows the data distribution is not normally distributed.

Binoy Chacko & Gireesh Kumar G.S. / Impact of CEO Duality on Financial Performance: A Study with Special
Reference to Selected Listed Companies in BSE
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normal distribution is “0”) and the Kurtosis is 25.732
(standard value of normal distribution is “3”) both
value of the Calculated ROA variable shows that
the data is not normally distributed. The following
Figure 4 further explains our analysis;

The Table 1 explains that the range of the Current
Ratio in BSE listed companies is 14.27, (Minimum
.50 and Maximum 14.77) standard deviation is
2.69057, and the Median is 0.9204, the above
descriptive statistics table also shows that the
Current Ratio has the mean equal to 1.8318 and has
the standard deviation of 2.69057. Skewness of the
data is 3.495 (standard value of normal distribution
is “0”) and the Kurtosis is 12.945 (standard value of
normal distribution is “3”) both value of the Current
Ratio variable shows that the data is not normally
distributed. The following Figure 5 further explain
our analysis;

Relation between CEO Duality and Financial Performance

Fig. 4: The above diagram shows the data distribution is not
normally distributed.

Fig. 5: Shows the data distribution is not normally distributed.

Binoy Chacko & Gireesh Kumar G.S. / Impact of CEO Duality on Financial Performance: A Study with Special
Reference to Selected Listed Companies in BSE

Fig. 6: Showing the association between CEO duality and
financial performance variables.
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The Figure 6 showing the association between
CEO duality and financial performance variables
(Return on Asset, Earning per Share, Calculated
ROA and Current Ratio). The R2 (coefficient of
determination) value for relation between CEO
duality and return on asset is 0.115, for CEO duality
and earning per share is 0.22, for CEO duality and
calculated ROA is 0.170 and for CEO duality and

current ratio is 0.015, which states the level of
strength for this linear relation.

Further, we applied Spearman rank correlation
coefficient test on the values of both variables
calculated for our sample of 50 companies. For the
relation between CEO duality and return on assets
we found the following results of Spearman
correlation test.

 CEO Duality Return on Asset 

Spearman's rho CEO Duality Correlation Coefficient 1.000 -.377** 
Sig. (2-tailed) . .007 

N 50 50 
Return on Asset Correlation Coefficient -.377** 1.000 

Sig. (2-tailed) .007 . 
N 50 50 

**. Correlation is significant at the 0.01 level (2-tailed). 
 

Table 2: The Spearman correlation test for CEO duality and Return on Asset

Table 3: The Spearman correlation test for CEO duality and Earing Per Share.

 CEO Duality Earning Per Share 

Spearman's rho CEO Duality Correlation Coefficient 1.000 .022 
Sig. (2-tailed) . .878 

N 50 50 
Earning Per Share Correlation Coefficient .022 1.000 

Sig. (2-tailed) .878 . 
N 50 50 

 

 CEO Duality Calculated ROA 
Spearman's rho CEO Duality Correlation Coefficient 1.000 -.352* 

Sig. (2-tailed) . .012 
N 50 50 

Calculated ROA Correlation Coefficient -.352* 1.000 
Sig. (2-tailed) .012 . 

N 50 50 

Table 4: The Spearman correlation test for CEO duality and Calculated ROA

*. Correlation is significant at the 0.05 level (2-tailed).

Binoy Chacko & Gireesh Kumar G.S. / Impact of CEO Duality on Financial Performance: A Study with Special
Reference to Selected Listed Companies in BSE

As we can see from the correlation results that
there is a significant negative relation between CEO
duality and the return on asset, the significance level
of our Spearman correlation coefficient test is 0.007
which is below the standard level of 0.05. So we
can say this relation as significance. Hence the null
hypothesis can be rejected, which states that there
is no significant relation between CEO duality and

the return on asset, and accept the alternative
hypothesis that there exist a significant relationship
between CEO duality and the return on asset.

Now we are presenting the research results for
the Spearman rank correlation coefficient test for
the relation between CEO duality and Calculated
ROA of the sample companies.

As we can see from the correlation results that
there is a weak positive relation between CEO
duality and earning per share, the significance level
of our Spearman correlation coefficient test is 0.878
which is beyond the standard level of 0.05. So we
cannot say this relation as significance. Hence the
null hypothesis cannot be rejected, which states that
there is no significant relation between CEO duality
and earning per share of the company.

Now we are presenting the research results for
the Spearman rank correlation coefficient test for

the relation between CEO duality and Calculated
ROA of the sample companies

 Correlation results show that there is a significant
negative relation between CEO duality and the
Calculated ROA, the significance level of our
Spearman correlation coefficient test is 0.012 which
is below the standard level of 0.05. So we can say
this relation as significance. Hence the null
hypothesis can be rejected, which states that there
is no significant relation between CEO duality and
the Calculated ROA, and accept the alternative
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Table 5: The Spearman correlation test for CEO duality and Current Ratio
 CEO Duality Current Ratio 

Spearman's rho CEO Duality Correlation Coefficient 1.000 .044 
Sig. (2-tailed) . .760 

N 50 50 
Current Ratio Correlation Coefficient .044 1.000 

Sig. (2-tailed) .760 . 
N 50 50 

 

Independent Variable: CEO Duality Hypothesis  
Dependent Variables Null: H0 Alternative: H1 

Return on Asset Rejected  Accepted 
Earnings per Share Accepted  Rejected 

Calculated ROA Rejected  Accepted 
Current Ratio Accepted  Rejected 

Table 6: Association between Variables

Binoy Chacko & Gireesh Kumar G.S. / Impact of CEO Duality on Financial Performance: A Study with Special
Reference to Selected Listed Companies in BSE

hypothesis that there exist a significant relationship
between CEO duality and the Calculated ROA.

The research results for the Spearman rank

correlation coefficient test for the relation between
CEO duality and current ratio of the sample
companies is exhibited in the following Table 5.

As we can see from the correlation results that
there is a weak positive relation between the number
of CEO duality and current ratio, the significance
level of our Spearman correlation coefficient test is
0.760 which is beyond the standard level of 0.05. So
we cannot say this relation as significance. Hence
the null hypothesis cannot be rejected, which states
that there is no significant relation between CEO

duality and current ratio of the company.

Summary of Findings and Conclusions

The below Table 6 gives a clear idea about our
research findings:

According to the Spearman rank correlation
coefficient test for the CEO duality as independent
variable, all the null hypothesis are accepted except
Return on Asset and Calculated ROA dependent
variables. It means there exists a significant relation
between CEO duality with Return on Asset and
CEO duality with Calculated ROA.

Conclusion and Scope for Further Research

This part will answer the research question and
summarize the crux of the study. This empirical
research work examines the inter-relationship
between CEO duality and financial performance of
the BSE listed companies. The purpose of this
research was to analyze the relationship between
the CEO duality with the financial performance of
the company listed in BSE.

Analysis on the relationship between CEO duality
and firm’s performance measures, it is found that
there is no significant relationship between CEO
duality with earning per share and current ratio.
But the other two financial performance variable
such as Return on Asset and calculated ROA show
a significant relationship with CEO duality. There

exists a significant negative relationship between
CEO duality and Return on Asset and calculated
ROA. It means that if Chairman and CEO are same,
firms Return on Asset and calculated ROA
decreases and vice versa.

Due to time constraint, we focused on impact
of CEO duality on the financial performance of
the BSE listed companies of India for one year
i.e. 2014, which is a short period of time to analyze
the comprehensive and complex data on impact
of board composit ion on the f inancial
performance. It  is  recommended that the
researchers should extend this study for more
than one year  so that  they can get  more
comprehensive results. This study focused on the
impact of CEO duality on financial performance
of the firm. Several other variables of corporate
governance such as audit committee, disclosure
practices etc. which should be considered by the
researchers while analyzing the corporate
governance with financial performance of the
companies.

So, any prospective researcher should consider
other myriad factors of corporate governance while
analyzing the firm performance so that the study
could be more meaningful and accurate.
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a b s t r a c t

This paper attempts to elucidate the effect of 5 kGy and 8 kGy electron irradiation on the optical, thermal
and electrical properties of a prominent amino acid crystal, L-Arginine Perchlorate (LAPCl) grown by low-
temperature solution growth technique. Optical absorption studies revealed that the UV lower cut-off
wavelength shift towards the higher wavelength region (Red shift), the optical band gap of LAPCl were
found to be decreasing while the Urbach energy was found to be increasing with increasing the dosage
of irradiation. Fourier Transform Infrared (FT-IR) spectroscopic result showed that peak intensities corre-
sponding to typical bonding increase with the increase in electron beam irradiation dosage. Electrical
studies revealed that the dielectric constant, loss and conductivity of the sample increases with
increasing the dosage of irradiation. The behaviour of electrical properties on temperature and thermal
properties has also been investigated.

� 2017 Published by Elsevier B.V.

1. Introduction

In this era of information and communication technology,
scientists are very much attracted towards the developments in
nonlinear optical (NLO) materials due to its potential applications
in the field of optical modulation, optical switching, frequency
shifting and optical data storage [1,2]. Among the NLO crystals,
amino acid family crystals much-attracted crystal growers since
these crystals have the advantages of high optical nonlinearity of
organics and flattering physico-chemical properties of inorganic
solids. The chiral carbon atom, the proton donor carboxyl group
(–COOH) and the proton acceptor amino group (NH2) present in
the amino acid family crystals aids them to crystallize in
noncentrosymmetric space group and makes them suitable for
NLO applications [2]. Semi organic amino acid complex single
crystals possess enhanced physico-chemical properties compared
to the amino acid single crystals in its pristine form. L-Arginine

Perchlorate (LAPCl) is a prominent semi organic nonlinear optical
crystal belongs to the LAP family, having all the above-
mentioned properties. LAPCl crystallizes in the orthorhombic crys-
tal system with noncentrosymmetric space group P212121 [3,4].
The growth of large size single crystals of LAPCl and a few physical
properties were studied and reported by Tapati Mallik and
Tanusree Kar [5]. L-Arginine Phosphate (LAP) and its chemical
analogues were firstly studied by Monaco et al. [6].

Physical properties of a solid material can be altered by irradi-
ating it with electron beams of suitable energy [7]. Organic solids
are sensitive to the energy deposited in their electronic system
through irradiation. Electrons do not cause impurity production
directly but they can cause impurity production indirectly through
chemical bond breakage. These impurities in a crystal can alter its
electrical and mechanical properties [8]. Previous studies show
that electron beam with MeV range of energy can induce defects
in crystals [9–11]. The shift of the optical absorption edge towards
the longer wavelength region was observed in some semi organic
crystals upon electron beam irradiation. The reduction in band
gap and the changes in dielectric properties with graded dosages
of electron beam were also observed in some semi organic single
crystals [12,13].

http://dx.doi.org/10.1016/j.nimb.2017.07.032
0168-583X/� 2017 Published by Elsevier B.V.
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From the literature survey, we came to know that many amino
acids have already been reported to have NLO property. But a very
few works have been reported on the effect of electron irradiation
on the physico-chemical properties of the amino acids crystal.
Hence in this paper, attempts have been made to investigate the
effect of electron irradiation on the electrical, thermal and optical
properties of the L-Arginine Perchlorate (LAPCl) for the first time.

2. Experimental procedure

L-Arginine Perchlorate (LAPCl) was synthesized by slow solvent
evaporation technique using the reagents L-Arginine (Lobachemie)
and Perchloric acid (Merck) in the stoichiometric ratio of 1:1. The
chemical reaction between L-Arginine and Perchloric acid is as
follows.

NH2CNHNHðCH2Þ3CHNH2COOHþHClO4

! NH2CNH
þ
2 NHðNH2Þ3CHNHþ

3 COO
�;ClO�

4

L-Arginine was added to the perchloric acid dissolved in Milli-
pore water (18.2 MX.cm at 25 �C) slowly. The mixed reactants
were stirred at room temperature for two hours to get a homoge-
neous mixture. Then the solution was filtered and transferred into
a beaker with perforated lid. The pH of the solution was main-
tained to 3. Transparent tiny crystals were formed with in a period
of 5–6 days and defect free crystals were taken as seed crystals for
growing bulk crystals. Transparent crystals having dimension
20 � 5 � 3 mm3 were harvested after 3 weeks. The photograph of
as grown crystal of LAPCl is shown in Fig. 1.

Good transparent crystals having various dimensions were cho-
sen and exposed to 8 MeV electron beams produced in Microtron
having beam current-50 mA (max), beam size-3 mm � 5 mm,
pulse repetition rate-250 Hz (max), pulse width-2.5 ls, microwave
source-Magnetron, Magnetron power-2 MW, operating frequency-
2998 MHz and dosage rate at 30 cm is 2 kGy/min (max) [8]. The
irradiation was carried out with two different dosages of 5 kGy
and 8 kGy at room temperature. The LAPCl samples were sealed
in thin transparent polyethene bags and placed at a distance of
30cm from the beam exit port. The pristine and electron beam irra-
diated LAPCl samples were subjected to FT-IR and UV–VIS spectro-
scopic studies. The FT-IR spectra of the samples were recorded
using Shimadzu IRAffinity-1S FT-IR spectrometer in the wavenum-
ber range 400–4000cm�1. The UV–Vis studies were conducted
within the spectral range 200–700 nm using Shimadzu UV-1800

spectrophotometer and the absorption spectra were recorded.
Thermogravimetric Analysis (TGA) and Differential Scanning
Calorimetry (DSC) of the samples were carried out simultaneously
by using PerkinElmer STA 6000 Simultaneous Thermal Analyser.
Dielectric measurements were conducted with the help of HIOKI
3532-50 LCR HiTESTER and current conduction through the sample
was measured using Kiethley 6485 picoammeter.

3. Results and discussion

3.1. Optical properties

The chemical changes due to electron beam irradiation were
identified by comparing the FT-IR spectrograms of the irradiated
samples with the pristine and the same is illustrated in Fig. 2.
The absorption peaks observed at 3481 cm�1, 3473 cm�1 and
3470 cm�1 for pristine, 5 kGy and 8 kGy respectively are attributed
to O–H stretching vibration [4]. From the spectrogram, it is also
clear that the intensity of this peak increases with increase in the
dosage of the electron beam. The NH3

+ symmetrical bending peak
at 1487 cm�1, CH2 wagging at 1323 cm�1 and –COO� stretching
at 1265 cm�1 were found to be increased with increase in the
dosage of the electron irradiation. The area of the peaks at
2014 cm�1 and 1679 cm�1 were found to be increasing with irradi-
ation dosage as compared to unirradiated sample. This may be due
to the enhancement in the bond order of the pristine crystals due
to irradiation. The chemical composition of the crystal doesn’t
change on irradiation but the presence of some minor changes in
the absorption peaks are due to the increasing amorphous nature
of the sample with increasing irradiation dosage. The list of peak
assignments and their changes due to EB irradiation are tabulated
and presented in Table 1.

The absorption spectra of irradiated and unirradiated LAPCl sin-
gle crystals were recorded in the range of 200–700 nm, which is
shown in Fig. 3. No absorption is seen above 240 nm and there is
a large transmission window between 240 nm and 700 nm. It is
an important quality for a good NLO material [14]. The unirradi-
ated LAPCl single crystal shows its characteristic absorption peak
at about 227 nm, which is almost similar to the reported value
[5]. It can be seen from the graph that the absorption edge of the
irradiated LAPCl crystals show a small shift towards the longer
wavelength region (red shift) with increasing dosage (Fig. 3) which
indicates the decrement in the bandgap.

Fig. 1. Photograph of as grown crystal of LAPCl. Fig. 2. FT-IR spectra of LAPCl and electron beam irradiated LAPCl single crystals.
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The linear absorption coefficient, a is calculated using the rela-
tion [15]

a ¼ ð2:303 � AÞ
t

ð1Þ

where ‘A’ is the absorbance measured and ‘t’ is the thickness of the
sample. The amount of attenuation of photon energy (hm) through
the material can be understood by calculating the extinction coeffi-
cient, Κ using the relation [16]

K ¼ ak
4p

ð2Þ

where ‘k’ is the wavelength used.
Fig. 4 depicts the variation of extinction coefficient as a function

of absorption coefficient. The extinction coefficient is directly
related to the absorption coefficient and the internal efficiency of
the optical device depends on absorption coefficient [17]. From
the graph, it is seen that the extinction coefficient exhibits almost
same behaviour with a slight variation with electron beam
irradiation.

The optical band gap of the material is determined by applying
the Tauc’s model and Davis and Mott model [18,19]. The variation
of (ahm)2 versus photon energy (hm) in the fundamental absorption
region is plotted for pure and irradiated samples and the energy

band gap Eg is determined by extrapolating the linear portion of
the plot. From Fig. 5 one can easily be seen that the band gap of
LAPCl decreases with increase in the dosages of the electron beam.
The band gap of the pure, 5 kGy and 8 kGy dossed LAPCl crystals
are 5.56 eV, 5.42 eV and 5.39 eV respectively. The electron irradia-
tion induced defects in the LAPCl sample caused to increase the
width of localized states, which led to the reduction in the band
gap of the material [20]. A similar type of behaviour has also been
seen in the iminodiacetic acid doped ferroelectric triglycine sul-
phate crystals and L-Threonine single crystals [9,13].

The defects caused by the irradiation on the LAPCl samples are
estimated by calculating Urbach energy of unirradiated and irradi-
ated samples. The exponential nature of the absorption coefficient
near the band edge can be understood from the Urbach energy cal-
culation. The Urbach rule can be expressed as,

a ¼ a0e
hm
Eu ð3Þ

where ‘a0’ is the characteristic crystal parameter, ‘hm’ is the incident
photon energy and ‘Eu’ is the Urbach energy, which is the width of

Table 1
Comparison of the FT-IR spectral data of pristine with irradiated LAPCl single crystals.

WAVENUMBERS (cm�1) ASSIGNMENT

Pristine
Sample

IRRADIATED

5 kGy 8 kGy

3481.3765 3473.8950 3470.2322 OAH stretching vibration
2014.2099 2017.1714 2015.8660 Combination of NH3

+ torsional
oscillation and its symmetrical
bending

1679.9403 1677.4270 1677.5828 C@O stretch of ACOO�

1487.3314 1492.7672 1493.5855 NH3
+ symmetrical bending

1323.0314 1325.3499 1327.3177 CH2 wagging
1265.6345 1263.7447 1263.4329 ACOO� stretching
637.8341 627.0405 626.4950 OAH out-of-plane deformation,

AClO4
� vibration

Fig. 3. Absorption spectra of unirradiated and EB irradiated LAPCl single crystals.

Fig. 4. Plot of extinction coefficient (Κ) versus absorption coefficient (a) for pure
and irradiated LAPCl single crystals.

Fig. 5. Plot of (ahm)2 versus hm for unirradiated and EB irradiated LAPCl single
crystals.
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the tail states in the band gap associated with the structural defects
and disorders within the crystal [21]. The Urbach energy is calcu-
lated by plotting ln(a) as a function of photon energy (hm) and it
is illustrated in Fig. 6. The reciprocal of the slope of the straight line
fit of the liner portion below the optical band gap gives the Urbach

energy. The defect band states create a band tail on both sides of the
valence band maximum and conduction band minimum. The mea-
sure of the width of the defect bands formed is the value of the
Urbach energy [22]. The Urbach energy found to be increased with
the increase in the dosage of the electron beam, and it is due to the
increase in defect concentration made by the high energy electron
beam irradiation.

The calculated values of cut-off wavelength, band gap and
Urbach energy are listed in Table 2. These obtained results can be
explained that thepassageof thehighenergy electronbeamthrough
the crystal led to the displacement of atoms from their usual lattice
sites. During the passage of electron beams through the crystal,
there is the possibility of the liberated electrons being trapped at
various lattice imperfections which may cause permanent changes
in the specific properties of the crystal [23]. Generation of free

Fig. 6. Plot of ln(a) versus hm for unirradiated and EB irradiated LAPCl single crystals.

Table 2
Cut-off wavelength, energy band gap and Urbach energy for unirradiated and EB
irradiated LAPCl single crystals.

LAPCl Sample Cut-off
wavelength (nm)

Bandgap
energy, Eg (eV)

Urbach energy,
Eu (meV)

Unirradiated 227 5.56 252
Irradiated (5 kGy) 229 5.42 268
Irradiated (8 kGy) 232 5.39 289

Fig. 7. DSC thermograms of unirradiated and EB irradiated LAPCl single crystals.

Fig. 8. TGA curves of unirradiated and EB irradiated LAPCl single crystals.

P. Thomas et al. / Nuclear Instruments and Methods in Physics Research B 410 (2017) 68–77 71



radicals is expected due to the breakage of chemical bonds by elec-
tron beam irradiation. Due to these internal perturbations in the
crystal structure made by irradiation, a slight shift can be seen in
the cut-off wavelength towards the longer wavelength region (red
shift) [24]. The electron irradiation induced defects in the LAPCl
sample caused to increase the width of localized states, which led
to the reduction in the band gap of thematerial [20]. The defect band
states create a band tail on both sides of the valence bandmaximum
and conduction band minimum. The measure of the width of the
defect bands formed is the value of the Urbach energy [22]. From
the table, it is clear that the Urbach energy increases in increasing
the dosage of electron irradiation and it is due to the increase in
defect concentration made by the high energy electron irradiation.

3.2. Thermal studies

The Thermo Gravimetric Analysis (TGA) – and Differential Scan-
ning Calorimetry (DSC) were carried out between 40 �C to 400 �C in
nitrogen atmosphere. The heating rate employed was 10 �C/min.
DSC trace (Fig. 7) shows a small endothermic peak followed by

an exothermic peak. The endothermic peak present at 257 �C cor-
responds to the first decomposition temperature of pristine
whereas for irradiated crystals as expected there is a slight decre-
ment in the value. It is evident from the DSC traces that the decom-
position temperature of the LAPCl sample decreases with increase
in irradiation dosages. This phenomenon is due to the reduction in
the crystallinity of the sample and the increase in amorphousness
with an increase in dosage. From the TGA trace, it is obvious that
LAPCl single crystal exhibits almost bistaged decomposition
(Fig. 8). The decomposition temperature of the second stage
reduced with an increase in irradiation dosage as seen in the
TGA plot. The results obtained in the thermal analysis are listed
in Table 3.

3.3. Electrical studies

From the measured values of capacitance (C), the real part of
dielectric constant (e0) can be calculated using the relation

e0 ¼ Cd
e0A

ð4Þ

where‘d’ is the thickness of the sample, ‘e0’ is the permittivity of
free space and ‘A’ is the area of the sample.

Figs. 9 and 10 show the variation of e’ and Dielectric loss or loss
tangent (tan d) with frequency for the pristine and the irradiated
LAPCl samples at room temperature. The e’ and dielectric loss
decreases with increase in frequency. This is due to the inability
of dipolar molecules to change their orientation with the increase
in frequency. According to the Miller’s rule, the decreasing nature
of the dielectric constant at higher frequencies is a suitable param-
eter for the enhancement of nonlinear optical properties of the

Table 3
Values of decomposition temperature of unirradiated and EB irradiated LAPCl single
crystals.

LAPCl Sample Initial decomposition
temperature in �C

Decomposition temperature
(2nd step) in �C

Unirradiated 257 290
Irradiated (5 kGy) 254 285
Irradiated (8 kGy) 251 275

Fig. 9. Effect of EB irradiation on dielectric constant as a function of frequency.
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Fig. 10. Effect of EB irradiation on dielectric loss as a function of frequency.

Fig. 11. Irradiation dosage Vs dielectric constant at different frequencies.
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Fig. 12. Irradiation dosage Vs dielectric loss at different frequencies.

Fig. 13. Effect of EB irradiation on ac conductivity as a function of frequency.
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Fig. 14. Variation of dielectric constant with Irradiation dosage and Temperature for a fixed frequency.

Fig. 15. Variation of dielectric loss with Irradiation dosage and Temperature for a fixed frequency.
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material [25]. Figs. 11 and 12 show the dielectric constant and
dielectric loss of the LAPCl at a different frequency for different
dosages and it is evident that the dielectric constant and dielectric
loss enhanced by increasing the dosage of the electron beam. The
values of dielectric constant at 10 kHz for 5 kGy and 8 kGy are
548 and 702 respectively.

The ac conductivity (rac) of the crystal was calculated using the
relation

rac ¼ 2pfe0e0 tan d ð5Þ

where ‘e0’ is the permittivity of free space, ‘e’’ is the dielectric con-
stant, ‘f’ is the applied frequency and ‘tand’ is the loss tangent.

The plot of ac conductivity versus frequency for pristine and
irradiated samples is shown in Fig. 13. It is evident from the plot
that the conductivity increases with increase in frequency and irra-
diation dosage. At higher frequencies, the space charge polariza-
tion decreases and therefore the e’ decreases with increase in
frequency whilerac increases with increase in frequency. The tem-
perature dependence of the dielectric properties the LAPCl of irra-
diated and unirradiated samples are also shown in Figs. 14–16. The
conductivity of the LAPCl crystals increases with increasing the
dosage of the irradiation as well as the temperature. With Kiethly
6485 picoammeter, the increase in current due to the increase in
the number of charge carriers was found out. Fig. 17 shows the
effect of electron beam irradiation on the increase of charge
carriers in the LAPCl sample. It is clearly seen from the plot that
current increases with increase in irradiation dosage. The high
energy electron beams cause the generation of free radicals and
reduction in crystallinity of the material and enhancement of the
amorphous regions which lead to the participation of more charge
carriers in the conduction process [26,27].

4. Conclusion

LAPCl single crystals grown by slow evaporation technique
were irradiated with 5 kGy and 8 kGy of electron beam from
8 MeV Microtron. The usefulness of an NLO material mainly
depends on its conversion efficiency and optical transparency
range. Above studies show that the absorption and thereby the
optical transparency range can be changed considerably through
the high energy EB irradiation. The change in the absorption coef-
ficient leads to the shift in the band gap energy and corresponding
Urbach energy change. The reduction in the value of bandgap
energy and an increase in Urbach energy show that these irradia-

Fig. 16. Variation of ac conductivity with Irradiation dosage and Temperature for a fixed frequency.

Fig. 17. Effect of EB irradiation on current conduction with applied field.
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tion dosages are capable of making changes in the optical absorp-
tion character of the material. Fourier Transform Infrared spectra
show an increase in intensities at 1487 cm�1, 1323 cm�1 and
1265 cm�1 vibrations and a slight shift in wave numbers with
increasing the irradiation dosage. As a component in an optical
device as well as at the time of device fabrication, the material con-
fronts to mechanical stress and high temperature. Hence studying
the variation of the thermal properties with EB irradiation is also
important. Thermal studies revealed that the reduction in
crystallinity and increase in amorphousness of LAPCl crystal with
irradiation dosage. Electrical properties such as dielectric constant,
ac conductivity and current conduction of the material increase
with irradiation dosage, indicates that the production of free radi-
cals and increase the number of charge carriers in the material
after irradiation. Thus Microtron induced changes in the optical,
thermal and electrical properties may help material scientists to
mould LAPCl crystals for optoelectronic device fabrication.
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Abstract: Mobile communication technologies provide immense additional scope for consumers’ banking 

transactions due to their always-on functionality and the option to access bank’s facilities anytime and 

anywhere. Mobile banking is a subset of electronic banking which underlies not only the determinants of the 

banking business but also the special conditions of mobile commerce. This study aims to analyse certain aspects 

of the customer adoption of mobile banking. A survey research was conducted among the 150 customers who 

are residing in Ernakulam District, by means of a questionnaire that was designed in a Likert scale format. 

Data analysis was carried out by use of regression and ANOVA to statistically produce the relationship between 

the independent and dependent variables. From the findings, the researcher concludes that the regression effect 

was statistically significant indicating a reliable prediction of the dependent variable. The study was significant 

to the banking sector since mobile banking is a phenomenon that has take off and can’t be washed away. 
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I. Introduction 

Banking is one of the most regulated industries in the world. The banks from both public and private 

sector, reached a remarkable position due to its high level of technology, core banking and aggressive marketing 

strategies. The latest technology had a major impact in banking service, that helped the customers to access their 

banks at anytime through Internet banking. However the biggest limitation of the internet banking is the 

requirement of a PC with an internet connection, not a big obstacle in developed countries, but definitely it is a 

barrier in a developing country like India. To overcome these limitations recent innovations in communications 

have enabled the launch of new access methods for banking services; one of these is mobile banking; whereby a 

customer interacts with bank via mobile device (Barnes & Corbitt, 2003). Mobile banking is a way for the 

customer to perform banking actions through mobile phone. It is a quite popular method of banking that fits in 

well with a busy, technologically oriented lifestyle.  

The banking activities you can do in your cell phone depend on the banking institutions. Some banks 

offer the basic activities such as text alert, in which the customers will get a message alert in each of the 

activities like deposits, withdrawals using credit and ATM cards. The most involved type of mobile banking 

allows the users to log into his or her account from a cell phone, and they can do the activities like making 

payments, checking balances, transferring money between accounts, notifying the bank of a lost or stolen credit 

card, stopping payment on a check, receiving a new PIN, or viewing a monthly statement, among other 

transactions. This type of banking is meant to be more convenient for the consumer than having to physically go 

into a bank. The banks in India are racing to use this latest technology to reduce their operational cost and 

increase customer base (Peterson, 2009). In India the transactions have been increased after the launch of mobile 

banking. Round the clock availability and ease of transactions are the main attracting factors of mobile banking.  

The current mobile adoption figures are good news for the economy as well as the banks. Experts 

believe improved applications by banks have helped Mobile banking gain acceptance among users. Reserve 

Bank of India guidelines for m-banking state that, “Information Security is critical to the business of mobile 

banking services and its underlying operations. Therefore, the technology used for mobile banking must be 

secure and should ensure confidentiality, integrity, authenticity, and non-reputability.” These lines are the 

reflective of possible concerns of the customer that have critical influence on their adoption tendencies. Besides 

security, fear of network failures resulting in failed transactions poses a serious impact on customer adoption 

trends (Paul Leishman, 2009). 
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II. Literature Review 
Literature review is instrumental to explore previous studies and research in the related areas of the 

subject because it helps to bridge the research gaps that already exists. The collection of reviews has been made 

from various studies undertaken by the academicians, practitioners, researchers from time to time. It also 

provides a theoretical base for the research and helps the researcher to conceptualize the problem and to choose 

the design of the present study. 

During January 2008, ICICI bank started the first mobile service in India (Mr.V. Vaidyanathan) and 

SMS alerts started in 2005-06 (Alpesh Patel, 2013). According to Chugh (2014), The RBI operative guidelines 

indicate that only those banks which are licensed and supervised in India and have a physical presence in India 

will be permitted to offer Mobile banking services. The following section contains a list of studies conducted in 

the area of Mobile banking both Worldwide and in India. The reviews are presented in a chronological order. 

Roger’s (1995) innovation diffusion model which has used attributes like compatibility, complexity, 

relative advantage has been used in their study. The findings indicate that compatibility, relative advantage, ease 

of use has a significant effect on attitude to adopt Mobile banking services. An important suggestion made by 

them is to reduce complexity to increase mobile adopters. The customers will have a positive belief about the 

relative advantage of Mobile banking only if they have a favourable attitude towards adopting Mobile banking 

services. Yang A. S (2009), in his empirical study investigated the factors associated with adopting and resisting 

Mobile banking technologies in Taiwan. The primary factors associated with resistance included concerns over 

system configuration security and basic fees for Mobile banking web connections. The research found out that 

security and cost connection to the internet was a hindrance to the adoption of Mobile banking facilities among 

students in Taiwan. Financial cost is an important attribute according to Singh, Srivastava and Srivastava 

(2010), as it has a negative effect on the intention to use Mobile banking. Kumar, Ravindran (2012), in their 

study have suggested that there is a  strong linkage between perceived service quality, satisfaction and 

continuance intentions. The study also confirmed that after adoption of the technology, the customer finds 

satisfaction in the quality parameters of the service. Continuance intentions were found solely dependent on 

satisfaction in the m-banking context in Kerala. Customers are highly satisfied with mobile banking system due 

to several reasons. It has positive impact on behavioural intentions of customers’ acceptance of mobile banking. 

According to Angamuthu (2012) the public sector banks have contributed to the overall growth of M-Banking in 

the banking sector of India better than the private and foreign sector banks. Perceived obstacles for non-

acceptance of M-Banking consists of insufficient guidance, high risk, possibility of occurring errors, spend more 

time, small display size of mobile phone, unavailability of large number of benefits and preference of other 

financial information mediums. Samudra, Phadtare (2012), in their study used the UTUAT model to examine 

the adoption of Mobile banking services in Pune city and have suggested that Mobile banking services should be 

promoted to middle level managers whose salary are in the range of 1-6 lakh and the age group is 25-30. The 

reason suggested in their study is; this is the most active age groups of 3G mobile. They have used five factors 

of UTUAT model to study the adoption, among these factors facilitating conditions is the major factor that 

influence Mobile banking adoption in this study. Utharaja and Kumar (2014) highlighted OHCs positive attitude 

and intention to use mobile banking channel. It will also help the bankers in aligning or promoting mobile 

banking channel apart from understanding these needs of the special customers. The information sourced 

through this research will provide input into banking service design and process that will include special 

segment while also aiding policy decisions. Singh (2014) in his study says that the mobile banking is increasing 

rapidly but it has not become as popular as the use of ATM. Hence this is a challenge the Bank managers have 

to face while designing the different features of mobile banking and ensuring the reliability and safety/security 

of mobile banking transaction. Higher education level in National Capital Region Delhi provides the opportunity 

to the banks to create awareness and promote the use of mobile banking. Dash,Bhusan (2014),their study says 

that, innovation attributes i.e. trial ability and compatibility has significant impact on the attitude whereas the 

relative advantage is not significant in the Indian context as previous research carried out in different countries 

have revealed the significance of relative advantage toward the attitude. According to Mathew, Sulphey, and 

Prabhakaran (2014), usefulness exerted more influence in discriminating between a mobile banking user and 

non-user. Risk perception was found to be the major impediment to mobile phone banking adoption. Juwairiya 

and Binoosa (2014), mobile banking services are cheaper than traditional banking services. The awareness of 

local m-banking service is quite low and usage level is reasonable. A high percentage of respondents do not trust 

the security level of M –Banking services. According to Islam (2014), a key challenge with gaining user 

adoption of mobile banking and payments is the customer’s lack of confidence in security of the services. Raju 

(2014), studied about influence of technology in banking. Among the MB-related problems, inconvenience of 

keyboard and small display of mobile phones, restricted amount of transaction and restricted delivery of services 

during off time are the major problems. Makongoro(2014), suggested that perceived risk, relative advantage and 

convenience are the determinant factors in influencing consumers’ adoption decisions. It’s been recommended 

that banks in Tanzania invest massively in mobile banking and other information technology innovations in 
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order to further promote efficient service delivery and increase adoption of mobile banking services. 

Malalakshmi, Kalaiyarasi (2016), studied on mobile phone banking adoption. The respondents were not 

bothered by the complexity of the technology, the mobile compatibility and mobile phone experience. Yadav 

(2016), shows that the influencing factors were significantly and positively related to the intention to use mobile 

banking services; financial risk was the only factor found insignificant. Bhatt A, Bhatt S (2016), m-banking 

customer in India is a young and literate male, belonging to the middle-income strata. The usage patterns of the 

customers suggest that as the frequency of transactions increases, people prefer the usage of ATMs. Security 

issues have deterred the customers from resorting to e-banking and m-banking options. Moreover, customers 

using m-banking find that the advantages lie in time-effectiveness, convenience, safety, operational simplicity 

and ease of navigation. These help in enriching their mobile-banking experience and have the potential to 

increase adoption of mobile banking. Agarwal, Mehrotra (2017), investigated the banking channel usage pattern 

of the Indian customers and it shows an increasing trend in the usage of mobile banking as a channel of banking, 

especially by the people in the age group of 46-60 years, with balance enquiry being the most common reason 

for using mobile banking. Accessibility is found to be the most important factor, whereas security is observed to 

be the least important in affecting customer’s choice of a banking channel. 

From the above reviews of both empirical and conceptual work, it is clear that different authors have 

approached various self-service technology-enabled financial information mediums including M-Banking in 

different ways in varying different levels of analysis. These different approaches helped in the emergence of 

more and more literature on the subject over the time. It gives an idea on extensive and diverse works on M-

Banking. 

 

III. Objectives Of The Study 
 To investigate the important aspects of adoption of mobile banking in the Indian context. 

 To ascertain the factors that influence the decision to use mobile banking. 

 

IV. Research Methodology 
This study is based on both primary and secondary data sources. It is based on data collected through 

Questionnaire with Mobile banking User. The methodology adopted in the present study is given under the 

following headings. 

 

4.1 Research Design 
The data can be grouped into two main categories – primary and secondary data. The secondary data have been 

compiled from newspaper, journals, magazines, web links and research papers. The primary data have been 

collected through Questionnaire with users of mobile banking.  

 

4.2 Population 

According to Saunders (2007) Population refers to full set of groups from which a sample is taken.  According 

to Mugenda and Mugenda (1999) target population is the unit of whatever nature that a researcher indends to 

study. The study targeted 150 mobile banking users in Ernakulam district. 

 

4.3 Sampling Strategy 

150 questionnaires were distributed. According to Struwig & Stead (2001) “If a sample process has 

been correctly followed then the sample size of 150-200 can be considered acceptable and reflect the whole 

population.” This study used a non – probability sampling methods. Hair et al (2003) suggested that, 

convenience sampling can help the researcher to complete large tasks in a short amount of time and cost 

effectively but suffer from bias due to the differences that exist in the target population. The sampling technique 

used in this study was convenience sampling. 

 

4.4 Data Collection Instruments 

The researcher used a questionnaire to collect primary data from the respondents of the Mobile banking 

users in Ernakulam district. Closed ended questions were used for the study. The closed – ended questions were 

developed on a five point likert scale ranging from 5 (strongly agree) to 1 (strongly disagree). Secondary data 

was collected from both unpublished and published data such as, articles from journals and internet which were 

related to the variables. To ensure validity of the research instruments, the instrument was presented to the 

supervisors who are research experts. This aided in ensuring that the instrument was well refined for data 

collection and eventual analysis. 
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4.5 Data Processing and Analysis 

The analysis of data was done with the help of the Statistical Package for Social Sciences (SPSS). 

Descriptive statistics such as frequency tables were used to assess the demographic profile of the respondents to 

make the analysis more meaningful, clear and easily interpretable. The findings were presented using 

percentages, frequency and statistically generated tables. Regression analysis was used to show the relationship 

between mobile banking and customer adoption. 

 

V.  Data Findings And Discussions 
5.1 Respondents Profile 

TABLE 1: Demographic Profile of Respondents 
Sl. 

No. 
Groups Class Frequency Percentage Cumulative Percentage 

1 Gender 

Male 77 51.3 51.3 

Female 73 48.7 100 

Total 150 100.0  

2 Age 

Upto 25 years 53 35.3 35.3 

26-35 years 72 48.0 83.3 

36-45 years 16 10.7 94 

46-55 years 7 4.7 98.7 

Above 55 years 2 1.3 100.0 

Total 150 100.0  

3 Qualification 

Up to plus two/Diploma 2 1.3 1.3 

Graduate 76 50.7 52.0 

PG/Professional  72 48.0 100 

Total 150 100.0  

4 Occupation 

Student 23 15.3 15.3 

Business 6 4.0 19.3 

Employee 76 50.7 70.0 

Professional 41 27.3 97.3 

Others 4 2.7 100.0 

Total 150 100.0  

5 Monthly Income 

Up to 15000 24 16 16 

15001-30000 27 18 34 

30001-45000 53 35.3 69.3 

45001-60000 24 16 85.3 

Above 60000 22 14.7 100.0 

Total 150 100.0  

6 Long 

Less than 1yr 24 16 16 

1-2 years 47 31.3 47.3 

2-3years 28 18.7 66 

3-4years 20 13.3 79.3 

Above 4yeras 31 20.7 100.0 

Total 150 100.0  

7 Period 

Every time 19 12.7 12.7 

Usually 44 29.3 42 

Frequently 39 26 68 

Occasionally 34 22.7 90.7 

Rarely 14 9.3 100.0 

Total 150 100.0  

 

Table 1 shows the profile of respondents. The sample shows that the number of male (51.3%) 

respondents is higher than the number of female (48.7%) respondents. If we look at the age group, the majority 

of the respondents falls in the age group of 26-35 years (48%) followed by the upto 25 years (35.3%). If we 

combine these two age group, 83.3% respondents will fall under this category. The majority of the respondents 

were either graduate (50.7%) or post graduate (48%). This is clearly indicate the education lays an important 

and significant role in adoption of the mobile banking. On the basis of the income maximum respondents fall in 

the 30001-45000 category (35.3%) followed by 15001-30000 (18%). On the basis of period of use maximum 

respondents fall in the group of 1-2 years (31.3%) followed by the 2-3 years (18.7%). If we look at the 

periodicity of use, the majority of respondents are usually using mobile banking (29.3%) followed by frequently 

using (26%). 

The profile of the respondents indicates they are young, educated and decently employed, which also 

the new generation who are tech savvy and wants the service at the click of the button. This generation has 

adopted the technology application as their way of life, which represent a significant opportunity to the banking 

sector to enhance their service by use of mobile, internet or other technological application. 
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5.2 Cronbach’s Alpha Reliability Analysis 

Table 2 shows the results of reliability analysis. To ensure the reliability of the measurement scales, 

Cronbach’s alpha was used in the calculation. Where by a higher value of above 0.6 indicated that the variables 

were reliable while the values above 0.9 are regarded as most reliable but anything below 0.6 was regarded 

inconsistent with the reliability scales as according to George & Mallery,(2003) who suggested that in order for 

a scale to be reliable, the Cronbach’s alpha value should be above 0.6. Thus the construct measures are deemed 

reliable. 

 

TABLE 2: Reliability Analysis Results 

Constructs Cronbach's Alpha N of Items 

PU .742 7 

PEOU .751 3 

PS .702 2 

RT .815 6 

EFF .765 4 

 
5.3 Correlation Analysis 

Pearson correlation coefficient was adopted to study the significant relationship between the constructs. 

The results shows the correlations are low, in which the values are not higher than 0.8 as proposed by Bagozzi 

(1994). This indicates that the constructs are distinct from one another and deemed as an acceptable level of 

discrimination. Table 5 shows the correlation analysis between variables. 

 

TABLE 3: Pearson’s Correlation coefficient between Research Variables 

 pu peou ps rt eff adop 

Pu 

Pearson Correlation 1 .619** .511** .448** .470** .585** 

Sig. (2-tailed)  .000 .000 .000 .000 .000 

N 150 150 150 150 150 150 

peou 

Pearson Correlation .619** 1 .506** .495** .447** .638** 

Sig. (2-tailed) .000  .000 .000 .000 .000 

N 150 150 150 150 150 150 

Ps 
Pearson Correlation .511** .506** 1 .410** .470** .435** 

Sig. (2-tailed) .000 .000  .000 .000 .000 
N 150 150 150 150 150 150 

Rt 

Pearson Correlation .448** .495** .410** 1 .708** .456** 

Sig. (2-tailed) .000 .000 .000  .000 .000 

N 150 150 150 150 150 150 

Eff 
Pearson Correlation .470** .447** .470** .708** 1 .452** 

Sig. (2-tailed) .000 .000 .000 .000  .000 
N 150 150 150 150 150 150 

adop 

Pearson Correlation .585** .638** .435** .456** .452** 1 

Sig. (2-tailed) .000 .000 .000 .000 .000  

N 150 150 150 150 150 150 

**. Correlation is significant at the 0.01 level (2-tailed). 

5.4 Regression Analysis 

 
The regression analysis is conducted to reveal how different factors affect the adoption of mobile banking. The main objective of 

regression analysis is to explain the variation in one variable (called dependent variable) based on the variation in one or more other 

variables (called independent variables). If multiple independent variables are used to explain the variation in a dependent variable, it is 
called multiple regression model. The output of the multiple regression analysis is used to test the hypotheses.  

 

 

TABLE 4: Model Summary of Regression Analysis – Adoption of Mobile Banking 

Model R R Square Adjusted R Square Std. Error of the Estimate Durbin-Watson 

1 .638a .407 .403 .47429  

2 .682b .466 .458 .45177  
3 .694c .481 .470 .44672 1.782 

a. Predictors: (Constant), peou 
b. Predictors: (Constant), peou, pu 

c. Predictors: (Constant), peou, pu, eff 

d. Dependent Variable: adop 
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Table 5 shows that 40.3 per cent of variation (model 1) in adoption of mobile banking is explained by PEOU 

alone, 45.8 per cent of variation (model 2) is explained by PEOU and PU, and 47 per cent of the variation 

(model 3) is explained by PEOU, PU, and EFF.  

The Durbin – Watson statistic test for autocorrelation. As a rule of Thumb, the value should be between 1.5 and 

2.5 to indicate independence of observations (Garson, 2010). As shown in Table 5 the value of the test is 1.782 

which indicates independence of observations. 

ANOVA table showing the regression model fit presented in Table 6 shows that all the three models are 

statistically significant at 5 per cent significant level. 

 
 

TABLE 5: ANOVAa  Table Showing the Regression Model fit – Adoption of MB 

Model Sum of Squares df Mean Square F Sig. 

1 

Regression 22.862 1 22.862 101.633 .000b 

Residual 33.293 148 .225   

Total 56.155 149    

2 

Regression 26.152 2 13.076 64.068 .000c 

Residual 30.003 147 .204   

Total 56.155 149    

3 

Regression 27.019 3 9.006 45.132 .000d 

Residual 29.136 146 .200   

Total 56.155 149    

*Significance at 5 per cent level 

a. Dependent Variable: adop 

b. Predictors: (Constant), peou 
c. Predictors: (Constant), peou, pu 

d. Predictors: (Constant), peou, pu, eff 

 
 

All the Independent variables viz., PEOU (t=5.278, p=0.000), PU (t= 3.327, p = 0.001) and EFF (t = 2.084, p = .039) 

are statistically significant at 5 per cent significance level and hence hypothesis that PEOU, PU and EFF have no significant 

effect on adoption of mobile banking are rejected. PEOU, PU and EFF have positive effect on the adoption of mobile 

banking. The beta (β) coefficients give a measure of the contribution of each variable. Higher the beta value, the greater is 

the effect of independent variable on the dependent variable. PEOU has highest beta coefficient (β= 0.392) and therefore it 

has greater effect on adoption of mobile banking followed by PU (β = .342) and EFF (β = .131). 
 

VI. Conclusion And Recommendations 
The profile study of respondents revealed that majority of mobile banking users are males. It is also found that 

majority of the users are below the age of 35 years, well educated with graduate or postgraduate, employees, with monthly 

income between ₹15000 and ₹45000. Analysis on factors influencing the adoption of mobile banking that PEO, PU and 

EFF are push factors on adoption of mobile banking. These findings refer to the fact that customers use MB from the 

benefits they get in comparison to other banking delivery channels, especially banking at physical branches. These findings 

lead to the conclusion that when MB is perceived as easy to use, efficient and useful, adoption of mobile banking among 

customers would be greater. Practical implication of these results is that mobile banking service providers need to highlight 

the benefit of mobile banking among the customers and also make MB interface simple and easy to use. Based on the study 

findings, the researcher acknowledged different milestones that mobile banking has managed to change the way banking 

used to be conducted and therefore concluded that mobile banking is key for the socio-economic development of the country 

at large. It has brought services closer to the people thus making it easy to transact without delays and restrictions of time 

limits. Reflecting the findings it is recommended that since a number of respondents thought that mobile banking is not fully 

accessed anytime and anywhere due to the network non-availability in some parts of the country, it will be important for the 

banking sector in liaison with the mobile service providers to ensure that network coverage is all over the country in order to 

comfortably serve all corners of the country with mobile banking. 

TABLE 6: Coefficientsa  Significance of PEOU , PU and EFF to Adoption of MB 

Model Unstandardized 

Coefficients 

Standardized 

Coefficients 

t Sig. Collinearity Statistics 

B Std. Error Beta Tolerance VIF 

1 
(Constant) 1.678 .256  6.549 .000   

peou .608 .060 .638 10.081 .000 1.000 1.000 

2 

(Constant) .764 .334  2.290 .023   

peou .426 .073 .447 5.829 .000 .617 1.621 
pu .401 .100 .308 4.015 .000 .617 1.621 

3 

(Constant) .662 .334  1.985 .049   

peou .392 .074 .411 5.278 .000 .586 1.706 

pu .342 .103 .263 3.327 .001 .570 1.754 

eff .131 .063 .144 2.084 .039 .739 1.352 

*Significance at 5 per cent level. 
a. Dependent Variable: adop 
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Abstract. We report results from analysis performed on an eclipsing supergiant high mass X-ray binary pulsar
XTE J1855-026 observed with the X-ray Imaging Spectrometer (XIS) on-board Suzaku Observatory in April
2015. Suzaku observed this source for a total effective exposure of ∼87 ks just before an eclipse. Pulsations are
clearly observed and the pulse profiles of XTE J1855-026 did not show significant energy dependence during
this observation consistent with previous reports. The time averaged energy spectrum of XTE J1855-026 in the
1.0–10.5 keV energy range can be well fitted with a partial covering power law model modified with interstellar
absorption along with a black-body component for soft excess and a gaussian for iron fluorescence line emision.
The hardness ratio evolution during this observation indicated significant absorption of soft X-rays in some
segments of the observation. For better understanding of the reason behind this, we performed time-resolved
spectroscopy in the 2.5–10.5 keV energy band which revealed significant variations in the spectral parameters,
especially the hydrogen column density and iron line equivalent width with flux. The correlated variations
in the spectral parameters indicate towards the presence of clumps in the stellar wind of the companion star
accounting for the absorption of low energy X-rays in some time segments.

Keywords. X-ray: neutron stars—X-ray binaries: individual (XTE J1855-026).

1. Introduction

Supergiant High Mass X-ray Binary systems (SgH-
MXBs) are a sub-class of High Mass X-ray Binary
systems (HMXB) consisting of a massive, late type
companion star and a neutron star, orbiting about the
common center of mass. In most cases, the basic source
of power is by the accretion of material via the stellar
wind of the binary companion. In wind-fed system, the
dense stellar wind of the massive star is partly inter-
cepted by the strong gravitational field of the compact
companion and accretion takes place. The orbital period
of these systems is in the range of Porb ∼1–42 days. The
massive stars in these systems which are of OB spec-
tral type exhibit strong radiatively-driven stellar winds
with mass loss rate of the order of ∼ 10−6M� yr−1

and wind terminal velocities of ∼1500 km s−1. The
observed X-ray luminosity from these sources ranges
from Lx ∼ 1035−1036 ergs s−1, which modifies the
stellar wind significantly.

Generally two kinds of sgHMXBs are observed: clas-
sical sgHMXBs and heavily obscured sgHMXBs, in
which the latter ones are much more absorbed in X-
rays (NH > 1023 cm−2) on average, ten times larger
than in classical systems and well above the galac-
tic systems (Manousakis et al. 2014). SgHMXBs are
known to be perisitent sources on longer timescales,
although exhibiting significant variabilities on short
timescales (Haberl et al. 1989). These variabilities are
generally attributed to the inhomogeneities in the stellar
wind. Eclipsing SgHMXBs are suitable candidates for
determining the orbital parameters of the binary sys-
tem. Apart from that, it also helps in understanding
the nature of the circumstellar material of the com-
panion star, especially by analysing the data during
eclipse ingress/egress when much of the emission from
the compact object is eclipsed and only the reprocessed
emission is detectable.

XTE J1855-026 is an eclipsing SgHMXB discov-
ered with Rossi X-ray Timing Explorer (RXTE) satellite

http://crossmark.crossref.org/dialog/?doi=10.1007/s12036-017-9496-z&domain=pdf
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in 1998 while scanning across the Scutum region of
the Galactic plane. Follow up observations with RXTE-
PCA instrument revealed the compact object to be a
neutron star with a spin period of 361.1 ± 0.4 s and a
periodic intensity modulation of 6.1 days interpreted as
the orbital period of the system. The source was then
identified as a supergiant wind accretion-driven sys-
tem. The X-ray spectrum of this source above ∼3 keV
was fitted with an absorbed power-law model with a
high energy cut-off and a Gaussian line for accounting
iron flourescent emission line at 6.4 keV (equivalent
width ∼360 eV) (Corbet et al. 1999). The pulse tim-
ing studies of the source using observations made with
RXTE-PCA obtained a mass function of ∼16M� for
the companion star and constrained the eccentricity to
e ≤ 0.04 (Corbet & Mukai 2002). Analysis of the spec-
tra of the optical counterpart taken in August 2003
with the 4.2-m WHT (La Palma) showed it to be a
B0Iaep luminous supergiant (Negueruela et al. 2008).
In 2010, INTEGRAL-IBAS detected a bright flare from
this source in the 20–40 keV X-ray energy range. They
observed three flares separated by a spin period of 360
s. Each flare lasted for 130 s, 55 s and 80 s with a
peak luminosity of 0.9 Crab, 0.7 Crab and 0.3 Crab,
respectively (Watanabe et al. 2010). Then in 2012, the
Swift-BAT hard X-ray transient monitor reported an out-
burst from this source during which the X-ray intensity
increased from its normal level of ∼10 mCrab in the
15–50 keV band to a level of ∼50 mCrab over a period
of one day (Krimm et al. 2012). Using archival INTE-
GRAL dataset, the eclipse duration was estimated to be
1.08 ± 0.03 days (Falanga et al. 2015). Gonzalez-Galan
(2015) updated the spectral type of the mass donor to a
BN0.2 Ia supergiant and found the mass amd radius of
the donor star to be ∼13M� and ∼27R� respectively.

Here, we present furthur studies on this source by
using observations made with XIS instrument on-board
Suzaku Observatory. The observation was carried out
in the last stages of the Suzaku mission. XTE J1855-
026 was observed in 2015 April when the source was
just before an eclipse. The following sections focus on
the results obtained by studying the pulse profiles and
spectral characteristics of this source.

2. Observations and analysis

Suzaku (Mitsuda et al. 2007) is a joint Japanese–US
mission launched in 2005 and covers a broad energy
range from 0.2 to 600 keV. The mission is declared
complete in 2015 after it was successfully operated for
about 10 years. The scientific payload comprises of two
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Figure 1. The top panel shows the RXTE-ASM light curve
of XTE J1855-026 in the 2–15 keV energy band, the middle
panel shows the 15–50 keV light curve from the Swift-BAT
all sky monitor and the bottom panel shows the Suzaku-XIS
light curve in the energy range 0.3–12 keV light curve, all
folded with a bin size same as the orbital period of the binary
system.

co-aligned instruments: the X-ray Imaging Spectrom-
eter (XIS: Koyama et al. 2007) sensitive in the energy
band of 0.2–12 keV, and the Hard X-ray Detector (HXD:
Takahashi et al. 2007) sensitive in the energy band 10–
70 keV. The XIS consists of four imaging CCD cameras,
each located at the focal plane of an X-ray Telescope
(XRT). Three CCD cameras (XIS0, XIS2, XIS3) are
front-illuminated and one CCD camera (XIS1) is back-
illuminated, out of which three XIS units (XIS0, XIS1
and XIS3) are currently operational. The HXD consists
of two instruments – silicon PIN diodes (HXD/PIN)
and GSO crystal scintillators (HXD/GSO), working
in 10–70 keV and 40–600 keV ranges respectively.
For the analysis discussed in this paper, we have used
data obtained with the Suzaku-XIS instrument. Unfortu-
nately, the HXD data was not available for this particular
observation as the HXD instrument was turned off due
to decline in the electric power supply.

Suzaku observed XTE J1855-026 from 2015-04-
22T17:06:19 (MJD 57134.71271991) to 2015-04-25T
08:17:15 (MJD 57137.34531250). The observation was
performed in XIS nominal pointing in standard data
mode with an effective exposure of ∼87.5 ks. XIS detec-
tors were operated in the ‘normal’ clockmode with ‘1/4’
window option providing 2 s time resolution. We have
used publicly available archived data from HEASARC
with ObsId-409022010. The analysis discussed in this
paper was performed using HEASOFT software pack-
age version 6.19 and CALDB database released on
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Figure 2. The background subtracted light curves of XTE J1855-026 observed with Suzaku-XIS. The top panel shows the
XIS light curve plotted in the 0.3–5 keV energy range, the middle panel shows the XIS light curve plotted in the 5–12 keV
energy range, and the bottom panel shows the hardness ratio plot in these two energy ranges.

2016-06-07. We have used filtered cleaned event files
which are obtained using the pre-determined screen-
ing criteria as suggested in the Suzaku ABC guide1.
For extracting XIS light curves and spectrum from the
cleaned XIS event files, circular regions of 1.2 arcmin
(72 arcsec) radius around the source centroid is cho-
sen. The background light curves and spectra were also
extracted by using the same selection criteria as for the
source by choosing regions devoid of source photons.

Figure 1 shows the orbital intensity light curve of
XTE J1855-026 folded with the orbital period of the
pulsar, 6.074 days with mid-eclipse epoch chosen to
be Tmid = MJD 55079.055 (Coley et al. 2015). The
Suzaku light curve plotted with the RXTE-ASM and
Swift-BAT long-term light curves indicates that the
Suzaku observation was carried out when the source
is just before an eclipse covering the binary orbital
phase range roughly from 0.45–0.85. The long-term
light curves show significant energy dependence and we
noticed significant reduction in source flux even before
the source is eclipsed. The top panel in Fig. 1 shows the
RXTE-ASM light curve in the 2–10 keV band, the mid-
dle panel shows the Swift-BAT light curve in the 15–50
keV band and the bottom panel displays the Suzaku-XIS
light curve in the 0.2–12 keV band.

1https://heasarc.gsfc.nasa.gov/docs/suzaku/analysis/abc/
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Figure 3. Energy-resolved pulse profiles of XTE J1855-
026 in different energy bands folded with a pulse period of
360.01 s.

3. Timing analysis

For performing timing analysis for this dataset, we have
applied barycentric corrections to the XIS cleaned event

https://heasarc.gsfc.nasa.gov/docs/suzaku/analysis/abc/
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Table 1. Best-fitted time averaged spectral parameters of
XTE J1855-026. Errors quoted here are for 90% confidence
limits.

Parameter Value

NH1(1022 atoms cm−2) 5.90 ± 0.05
NH2(1022 atoms cm−2) 16.82+0.82

−0.53
Cvfract 0.63+0.007

−0.005
Pindex 1.12 ± 0.01
Pa

norm 8.26 ± 0.0004
kTBB (keV) 0.12+0.0009

−0.002
kTnorm 1.82 ×10−2 ± 0.002
EFe (keV) 6.42 ± 0.005
Feb

norm 7.70 ± 0.000006
Iron line eq. width (eV) 90 ± 6
Total flux (1.0–10.5 keV)c 5.28
Red-χ2/d.o.f 1.2/795

a×10−3 photons cm−2 s−1; b×10−5 photons cm−2 s−1;
c×10−11 ergs cm−2 s−1.

files using the ftool aebarycen. The light curves were
then extracted with a time resolution of 8 s. The back-
ground subtracted light curves from all three XIS units
were combined together for further analysis. The XIS
light curve for this observation indicates that the count
rate dropped by a large factor towards the end of the
observation. We created background subtracted light
curves and plotted with a bin size equal to the spin
period of the pulsar ∼360 s in two different energy
ranges, 0.3–5 keV and 5–12 keV, respectively as shown
in Fig. 2 along with the hardness ratio. Light curves

show significant variations by a factor of up to 5 dis-
playing increase in hardness ratios at certain intervals
and towards the end of the observation.

We then searched for pulsations in the background
subtracted light curves using the ftool efsearch by pulse
folding and chi-square maximization technique. The
pulse period was found to be 360.01 s. We then created
energy resolved pulse profiles in four different energy
ranges 0.7–3, 3–5, 5–12 and 0.7–12 keV respectively
by folding the light curves with a period of 360.01 s
and is shown in Fig. 3. The pulse profiles show little
dependence with energy. The pulse profiles below 3 keV
consist of an additional peak at phase 0.2 and a dip at
phase 0.7 which gradually disappears above 5 keV and
changed to a single peaked pulse profile similar to the
averaged pulse profile 0.7–12 keV.

4. Spectral analysis

4.1 Time averaged spectral analysis

For analysing the energy spectrum of XTE J1855-026,
after subtracting the background, spectrum from all the
three XIS units were simultaneously fitted in the energy
range 1.0–10.5 keV. Before fitting, each spectrum is
grouped using ftool grppha in order to have a minimum
of 20 counts per bin. The 2048 channel XIS spectra
were further rebinned by a factor of 6 from 1 keV to
5 keV, by a factor of 2 from 5 to 7 keV and by a
factor of 14 from 7 to 10.5 keV energy range. While
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Figure 4. Left panel: The time-averaged energy spectrum of XTE J1855-026 with the best-fitted model components and
the residuals obtained with the Suzaku-XIS detectors. Right panel: Variation in the spectral parameters with time is shown.
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Figure 5. Time-resolved spectrum of XTE J1855-026 for different segments in the 2.5–10.5 keV energy range along with
best-fitted spectral model and the residuals is shown.

fitting, all the spectral parameters other than the rel-
ative instrument normalization were tied together for
all the three detectors. XIS spectra is known to have
instrumental artifacts in the energy range 1.75–2.23 keV

and is ignored while fitting the spectrum. We first tried
to fit the 1.0–10.5 keV energy spectrum with a model
consisting of a simple absorbed power law model.
This did not give a satisfactory fit with red-χ2 of 3.8.



7 Page 6 of 7 J. Astrophys. Astr. (2018) 39:7

Residuals at 6.4 keV indicate the presence of iron
fluorescence line emission and a Gausian function is
included which gave a better fit. A low energy excess is
obvious and a black body component was added (red-
χ2 of 1.65). A partial covering absorption component
is added whcih significantly improved the fit (red-χ2 of
1.22). We find that the energy spectrum of XTE J1855-
026 in the energy range 1.0–10.5 keV was well fitted
with a model consisting of partial covering power-law
model, a black-body component for soft excess and a
Gaussian function accounting for the iron fluorescence
line emission and interstellar absorption. The best fit-
ted spectral parameters of XTE J1855-026 are given in
Table 1. The time averaged energy spectrum of XTE
J1855-026 with the best-fitted model components and
the residuals is shown in Fig. 4.

4.2 Time-resolved spectral analysis

The hardness ratio plot shown in the bottom panel of
Fig. 2 indicates significant absorption of soft X-rays at
different times. To investigate the spectral variations in
detail, we carried out time-resolved spectral analysis
by dividing the entire Suzaku observation duration into
15 segments and created energy spectrum sepatately.
Among these 15 segments, the last two segments N and
O, are during the eclipse ingress. The duration of each
segment is variable taking into account the variability
of the hardness ratio carefully and are marked in Fig. 2.
For fitting energy spectrum of each segment, we ignored
the energy range below 2.5 keV due to limited statistics
and hence the black body and partial covering com-
ponent are not required. So the time-resolved spectrum
for each segment is fitted with a simple absorbed power-
law model and a gaussian function for iron fluorescence
line emission. The variation of spectral parameters with
time are shown in Fig. 4. We see that the column den-
sity and iron line equivalent width parameters vary
significantly with time. An increase in hydrogen col-
umn density and iron line equivalent width is noticed
with significant correlation with the variations observed
in the hardness ratio plot. The variation in the hydro-
gen column density and iron equivalent width provide
us with more insight into the distribution of the mat-
ter surrounding the system. The time-resolved energy
spectrum of XTE J1855-026 for each segmentwith the
best-fitted model components and resolution is shown
in Fig. 5.

Figure 6 shows the variation in the shape of the con-
tinuum spectrum in three different segments B, E and N
plotted together in a single panel showing the extremes
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Figure 6. Variation in the shape of the continuum due
to significant absorption of soft X-rays in three different
segments obtained from the time resolved spectroscopic anal-
ysis.

of variation in the absorption of soft X-rays. The seg-
ments N and O are during eclipse ingress and show very
low flux and very large equivalent width of iron line.

5. Discussion

In the previous sections, we have presented a detailed
analysis performed on the Suzaku-XIS data of XTE
J1855-026. The important results obtained give insight
into the distribution of the surrounding matter. In stel-
lar wind-driven accreting systems, the neutron star may
be embedded in the material lost by the donor star and
the inhomogeneties in the distribution of material in the
form of clumps which will cause significant absorp-
tion of soft X-rays, especially when the system is in
eclipse ingress or egress phase. The emitted X-ray radi-
ation from the primary star can affect the structure and
ionization of the stellar wind which in turn affect the
velocity and density profile of outflows from the mas-
sive stars.

The important outcomes of the analysis are

• Even though the pulse profiles do not show significant
energy dependence above 3 keV, at energies ≤3 keV,
the pulse profile is characterized with an additional
small peak along with the main peak. A little energy
dependence and sharp features in the pulse profiles
of XTE J1855-026 during flares using observations
carried out with RXTE-PCA was reported by Corbet
et al. (1999).
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• The long-term orbital intensity profiles of XTE
J1855-026 (Fig. 1) show significant energy depen-
dence (Falanga et al. 2015). We noticed that the
X-ray emission from the primary star got signifi-
cantly reduced, even before the source went into
eclipse. The very large NH in the last two segments
are probably due to the line-of-sight to the neu-
tron star coming very close to the companion star
surface where the stellar wind density is high. In
segment E in which the X-ray intensity is low and
NH is high, as seen in Fig. 4, it is probably due
to a clump in front of the neutron star. This indi-
cates the presence of dense absorbing material in the
near by surroundings and inhomogeneities in the stel-
lar wind. Asymmetries in eclipse ingress and egress
are reported in other supergiants like 4U 1700-37,
Vela X-1, 4U 1538-52, OAO 1657-415 (Falanga et
al. 2015 and references therein). The energy depen-
dent light curves of the eclipse ingress/egress of the
classical sgHMXBs reveal details of the OB stellar
wind structure where it can be caused by accretion
wakes.

• Classical sgHMXBs are known to show significant
variations in the spectral parameters which indicates
the presence of dense stellar wind surrounding the
compact object. Flaring activity and short off-states
have been observed in Vela X-1 which were inter-
preted as the effect of a strongly structured wind,
characterizing the X-ray variability of Vela X-1 with
a log-normal distribution, interpreted in the context
of a clumpy stellar wind (Fürst et al. 2010). Few
known sources with clumpy stellar wind are OAO
1657-415 (Pradhan et al. 2014), 4U 0114+65 (Prad-
han et al. 2015), Cen X-3 (Naik et al. 2011), Vela
X-1 (Fürst et al. 2010) and GX 301-2 (Islam &
Paul 2014). Time-resolved spectral parameters of
XTE J1855-026 showed significant variations with
time, especially for the equivalent hydrogen column
density (4−36 × 1022 atoms cm−2) and iron line
equivalent width (84–509 eV). In accretion pow-
ered pulsars, the Fe Kα line is produced by the
reprocessing of the hard X-ray emission in the rel-
atively low ionized and cool matter surrounding the
pulsar. The increase in line equivalent width corre-
sponds to the increase in the number of scattering on

passing through the dense matter. The presence of
soft excess is detected in the phase averaged energy
spectrum of XTE J1855-026. The soft excess is mod-
elled with a black-body component which requires a
temperature of 0.12 keV. Several other known sources
which shows the presence of soft excess include SMC
X-1, LMC X-4, RX J0059.2-7138 and X Per (Paul
et al. 2002).

From this Suzaku observation, it is evident that the
companion wind characteristics of XTE J1855-026 are
similar to Vela X-1, OAO 1657-415, etc.
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A B S T R A C T

Single crystals of L-Arginine Maleate Dihydrate (LAMD) have been synthesized by slow solvent evaporation
technique and irradiated with 6MeV electrons at fluences of ×0.5 10 e/cm15 2, ×1.0 10 e/cm15 2 and

×1.5 10 e/cm15 2. The Powder X-ray Diffraction (PXRD) studies showed that the intensity of the diffraction peaks
of the Electron Beam (EB) irradiated crystals decreases with irradiation fluence. The electron irradiation induced
effects on the optical parameters such as cut-off wavelength, band gap, Urbach energy and refractive index have
been studied and the results are tabulated. The electronic parameters such as valence electron plasma energy,

ωℏ p, Penn gap, Ep, Fermi energy, EF and Electronic polarizability, α for pure and irradiated LAMD crystals are
calculated. The electrical and thermal properties of the pure and irradiated LAMD crystals are also investigated.

1. Introduction

Nonlinear optical materials based on amino acid complexes are in-
trigued by materials scientists due to high optical susceptibilities, ul-
trafast response, and high optical thresholds for lasers as compared with
inorganic materials. The push-pull effect owing to proton donor car-
boxyl acid (–COO) group and the proton acceptor amino (–NH2) group
is the countenance of amino acid complexes. The –COO group gives its
proton to the amino group to form CH3CHCOONH3

+ and thereby cre-
ates a dipolar nature. The donor and acceptor groups provide the
ground state charge asymmetry of the molecule, which is essential for
second-order nonlinearity [1–4]. The α-amino group and guanidyl
group present in the LAMD structure are protonated and the −C N bond
present in the guanidyl group is conjugated. The planar ring present in
the LAMD structure is formed by sharing one hydrogen (H) atom be-
tween the oxygen (O) atoms in the carboxyl groups of the maleate
anion. LAMD formed by the reaction of L-Arginine and Maleic acid
belongs to the triclinic crystal system with cell parameters
a= 5.2710 Å, b= 8.0481 Å, c= 9.7942 Å, α=106.155°, β=97.265°
and γ=101.649° [5]. L-Arginine Maleate Dihydrate (LAMD) is one of
the prominent crystals of L-Arginine family having the SHG efficiency
1.5 times greater as compared to KDP crystals [6]. The nonlinear optical
character of the LAMD is due to the intrinsic hyperpolarizabilities of the
L-Argininium cations, Maleate anions and intermolecular hydrogen
bonds [5]. The fundamental characterizations of LAMD have been al-
ready reported [6–11].

Recently, materials scientists are fascinated by the electron irra-
diations on solid samples because of its capability of tailoring the de-
sired properties by varying the dosage or energy of the electron bom-
bardment. The hardening and softening of metals are possible by
electron irradiation [12]. M. J. Makin, and T. H. Blewitt [13] have
successfully hardened the copper (Cu) single crystal by 4MeV EB irra-
diation. The bombarded electrons may be trapped in various lattice
imperfections and cause permanent changes in the material [14].
Electron beam irradiation enhanced the glide dislocations in GaAs
single crystals [15]. The reduction in the optical band gap of imino-
diacetic acid doped ferroelectric triglycine sulphate (IDATGS) is also
observed with graded dosages of electron beam [16]. The SHG effi-
ciency of 4-amino-5-mercapto-3-[1-(4-isobutylphenyl)ethyl]-1,2,4-tria-
zole (AMIT) single crystals increased with increasing the dosages of
electron irradiation [17]. From the literature survey, we came to know
that the optical band gap, photoluminescence, thermal and electrical
properties of crystalline materials, nanoparticles and polymer electro-
lytes can be tuned by EB irradiation [18–27]. Hence in this paper, an
attempt has been made to modify the electrical, thermal and optical
properties of LAMD crystals using electron irradiation by varying the
irradiation fluence.
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2. Experimental procedure

2.1. Synthesis of the crystal

The LAMD single crystals are synthesized using slow solvent eva-
poration method. The high purity (AR grade) reactants L-Arginine and
Maleic acid are taken in an equimolar ratio according to the following
reaction [6].

+ +

→ + + − −

NH CNHNH(CH ) CH(NH )COOH HOOCCHCHCOOH 2H O

(H N) CNH(CH ) CH(NH ) COO HOOCCHCHCOO 2H O
2 2 3 2 2

2 2 2 3 3 2

The reactants are dissolved in Millipore water (resistivity-18.2 MΩ)
and stirred for six hours to get a homogeneous solution. Then the so-
lution is filtered using Whatman filter paper and transferred into a

beaker having a perforated lid. The embryo of LAMD crystals formed
after one week and defect-free crystals are chosen as the seed crystals
for further growth. Good quality, transparent size of 14× 11×3mm3

crystals are harvested after 33 days. The photograph of as grown LAMD
crystals are shown in Fig. 1 (a).

2.2. Electron irradiation

The good quality LAMD crystals are irradiated with high energy
electron beam (6MeV) with different fluences using Race- Track mi-
crotron facility. The irradiation fluences used for the experiment are

×0.5 10 e/cm15 2, ×1.0 10 e/cm15 2 and ×1.5 10 e/cm15 2. The pristine and
irradiated crystals are shown in Fig. 1 (a–d). The transparent pristine
crystals are changed into golden yellowish colour after EB irradiation.

3. Characterizations

The Powder X-ray diffraction (PXRD) data of pristine and EB irra-
diated LAMD single crystals are collected using the Rigaku Miniflex
PXRD diffractometer with CuKα (λ=1.5418 Å) radiation at room
temperature. The Diffuse Reflectance Spectra (DRS) of irradiated and
unirradiated samples are measured by Jasco V 670 spectrophotometer
in the range 200 nm to 1100 nm to study the linear optical character of
the material. Horiba Fluorolog Fluorescence Spectrometer is employed
to perform the Photoluminescence (PL) spectra of the LAMD crystals.
The HIOKI LCR HiTESTER is made use to study the dielectric mea-
surements of the unirradiated and EB irradiated LAMD.
Thermogravimetric analysis (TGA) and Differential Scanning
Calorimetry (DSC) of LAMD samples are carried out using PerkinElmer
STA 6000 Simultaneous Thermal Analyser in the range of 35 °C to
700 °C at a heating rate of 10 °C/min in the nitrogen atmosphere.

Fig. 1. (a): Pure LAMD crystal, Fig. 1(b–d). Irradiated LAMD crystals.

Fig. 2. X-ray diffraction patterns of unirradiated and irradiated LAMD single
crystals.
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4. Results and discussion

4.1. Powder X-ray diffraction (PXRD) study

The PXRD diffractograms of the pristine and irradiated LAMD are
presented in Fig. 2. The peaks observed on the diffractogram are in-
dexed using EXPO 2014 [28] program. The LAMD single crystal belongs
to the triclinic crystal system with noncentrosymmetric space group P1.
The calculated lattice parameters of the unirradiated and irradiated
LAMD samples are shown in Table 2. From the PXRD profile, it is

observed that the (0 0 3) peak has the highest intensity and it decreases
with increasing the irradiation dosage. The centre of the peaks has also
been changed with the irradiation dosages. The variations in the in-
tensity and the peak centers may be due to the decrease of crystalline
perfection by the bombardment of the high energy electrons. Irra-
diating with high energy EB on crystals induces point defects and
variations in the crystallinity of the material. A crystalline-to-amor-
phous transition is observed when electron beam impinges on β-SiC
single crystals [18]. The variations in the peak centers and intensity of
the indexed peaks with irradiation dosage are tabulated in Table 1

Table 1
Variations of 2θ and Intensity of X-ray diffraction peaks before and after irradiation.

Irradiation 

Fluences

Unirradiated 0.5× 1015 e/cm2 1.0×1015 e/cm2 1.5× 1015 e/cm2

Peaks 2θ (deg) Intensity (cps) 2θ (deg) Intensity (cps) 2θ (deg) Intensity (cps) 2θ (deg) Intensity (cps)

010 11.78 1416.77 11.72 1614.68 11.77 1687.46 11.61 1273.23
0−11 12.67 4499.92 12.57 6016.14 12.60 4753.65 12.52 5574.12
011 17.36 3057.26 17.31 4770.57 17.32 3693.12 17.23 2996.71
−110 18.27 6157.25 18.12 6474.76 18.16 7511.391 18.11 12525.81
002 19.25 18768.91 19.07 5836.26 19.13 7936.52 19.01 4587.83
−111 21.07 1909.05 20.88 1508.94 20.92 1371.12 20.81 1469.53
0−21 22.58 8215.38 22.45 9798.15 22.49 10947.98 22.39 10884.96
020 23.64 3504.87 23.49 2769.37 23.43 2580.71 23.33 2613.35
−120 25.81 18046.12 25.63 11619.44 25.69 15304.16 25.60 10931.47
−112 28.82 4548.76 28.08 1677.66 27.63 1602.92 27.41 1486.99
003 29.11 69667.05 28.88 20769.07 28.88 13851.57 28.77 16769.43
−211 34.91 3207.02 34.75 3344.15 34.82 3307.42 34.76 3122.41
1−23 35.98 4289.47 35.89 2653.4 35.9 3256.72 35.78 2098.29
1−32 36.99 1501.04 36.87 2610.7 36.91 2091.77 36.83 1861.63

Table 2
Lattice parameters of unirradiated and EB irradiated LAMD crystals.

Lattice Parameters Pristine 0.5×1015 e/cm2 1.0×1015 e/cm2 1.5×1015 e/cm2

a (Å) 5.2692 5.2679 5.2744 5.2553
b (Å) 8.0533 8.0601 8.0483 8.0552
c (Å) 9.7945 9.8097 9.7963 9.8103
α (deg) 106.226 106.179 106.116 106.124
β (deg) 97.240 97.451 97.460 97.649
γ (deg) 101.670 101.595 101.661 101.448
Volume (Å3) 383.3857 384.1498 383.5515 383.1357
Calculated Density (g/cm3) 1.4133 1.4105 1.4127 1.4142
Space group P1 P1 P1 P1
Crystal system Triclinic Triclinic Triclinic Triclinic

Fig. 3. Reflectance spectra of unirradiated and EB irradiated LAMD single
crystals.

Fig. 4. F R( ) versus wavelength curve of unirradiated and EB irradiated LAMD
single crystals.
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4.2. Optical studies

The study of the absorption nature of the sample in the UV–Vis
region of the electromagnetic spectrum gives the information about the
electronic transition in the material. In the case of organic compounds,
most of the absorption takes place due to the electronic transition from
the ground state of σ and π orbitals to the higher energy states [29].
Structural studies of LAMD crystal show that the arginine molecule
exists as a positively charged zwitter ion in which the guanidyl and
amino groups are protonated and the carboxyl group is deprotonated.
So there is a probability of − ∗π π transition of electrons in the carbox-
ylate and guanidyl groups [8]. Diffuse Reflectance Spectra (DRS) is used
to study the optical characteristics of pure and irradiated LAMD crystals
and the calculations are made by the theory developed by Kubelka and
Munk [30]. If the layer thickness is enough to ensure that a further
increase in thickness will not change the reflectance, then this

reflectance is denoted by the term =∞ ∞( )R R R
R

sample

standard
[31]. Kubelka and

Munk constructed a relation using the parameters scattering coefficient
(S), absorption coefficient (K), and ∞R .

= − ≡∞

∞
∞

K
S

R
R

F R(1 )
2

( )
2

(1)

where ∞F R( ) is the remission or Kubelka-Munk function. From the
Figs. 3 and 4, it is clear that the cut-off wavelength is shifted towards
the longer wavelength region (optical red shift).

Change in the optical bandgap due to EB irradiation is calculated
using the Tauc’s plot [32]. For direct inter band transitions, the ab-
sorption coefficient is given by

= −αh C h E( ϑ) ( ϑ )g
2

1 (2)

where C1 is a parameter which depends on transition probability, α is
the linear absorption coefficient, h is the Plank’s constant, ϑ is the
frequency and Eg is the optical bandgap. If the material scatters in
perfectly diffuse manner or when it is illuminated at 60° incidence the
Kubelka–Munk absorption coefficient, K becomes equal to 2α (K= 2α)
[33]. Thus Tauc’s equation using the Kubelka–Munk function, ∞F R( )
become’

= −∞F R h C h E[ ( ) ϑ] ( ϑ )g
2

2 (3)

From Fig. 5 one can easily see that the band gap of the LAMD
crystals decreases with increasing the fluence of the irradiation. The
bandgaps of the unirradiated, irradiated LAMD crystals of fluences

×0.5 10 e/cm15 2, ×1.0 10 e/cm15 2 and ×1.5 10 e/cm15 2 are 3.90 eV,
3.77 eV, 3.68 eV and 3.58 eV respectively. The reduction in the optical
band gaps due to the electron irradiation were also reported in imi-
nodiacetic acid doped ferroelectric triglycine sulphate (IDATGS) [16].
The defects induced by irradiation caused to increase the width of lo-
calized states, which led to the reduction in the band gap [34].

The refractive index of a material is the measure of the transparency
of the material to the incident photon [35]. The first semi-empirical
relation between refractive index and the band gap is put forward by

Fig. 5. Tauc’s plot of unirradiated and EB irradiated LAMD single crystals.

Fig. 6. Plot of ln F R[ ( )] versus photon energy. Inset plot shows the linear fit.

Table 3
Optical parameters of LAMD before and after irradiation.

LAMD Sample Cut-off Wavelength (nm) Bandgap energy, Eg (eV) Urbach energy, Eu (meV) Refractive index, (n)

Unirradiated 300 3.90 130 2.57
Irradiation fluence (0.5× 1015 e/cm2) 308 3.77 181 2.59
Irradiation fluence (1.0× 1015 e/cm2) 327 3.68 188 2.61
Irradiation fluence (1.5× 1015 e/cm2) 332 3.58 193 2.63

Fig. 7. PL spectra for unirradiated and EB irradiated LAMD crystals.
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Moss [36,37].

=n E 95 eVg
4 (4)

where n4 is the fourth power of refractive index and Eg is the band gap
energy. The relation proposed by Ravindra et al. [38] could not give the
accurate values of refractive index for small (⩽ 0.3 eV) and large
(⩾ 3.5 eV) energy gaps and all these relations are mainly for semi-
conductors. A more general relation which is applicable to all type of
material is put forward by R.R. Reddy and Y. Nazeer Ahammed [39],
which is given by

− =n E( 0.365) 154g
4 (5)

Where n4 is the fourth power of refractive index and Eg is the band gap.
The refractive indices obtained using Eq. (5) is 2.57, 2.59, 2.61 and
2.63 respectively. The changes made in the refractive index of the
crystal by varying the fluence of the electron irradiation aid the ma-
terial scientists to tune the LAMD crystals for optical wave guide fab-
rication.

The degree of material imperfection or point defects made by the EB

irradiation is estimated using the method proposed by Urbach. The EB
irradiation causes the formation of defect bands as an intermediate
state in the band gap. These defect band states create band tails in the
edges of the valence band and conduction band. The spectral depen-
dence of the absorption coefficient, α or F R( ) in the spectral region
where the transitions involving the band tail states can be described
using the Urbach rule [40], which is given by

=α α e
h
E0

ϑ
u (6)

where α0 is a constant, hϑ is the photon energy and Eu is the Urbach
energy which shows the structural disorder or the width of the ex-
ponential absorption edge. The reciprocal of the slope of the linear
portion, below the optical bandgap, in the F Rln[ ( )] versus hϑ curve
gives the value of Urbach energy (Fig. 6) [41]. The calculated values of
Urbach energy according to the increase in EB irradiation fluence are
130meV, 181meV, 188meV and 193meV respectively. The calculated
values of cut-off wavelength, band gap energy, refractive index and
Urbach energy are listed in Table 3.

Fig. 8. Effect of EB irradiation on dielectric constant as a function of frequency.

Fig. 9. Effect of EB irradiation on dielectric loss as a function of frequency.
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The Photoluminescence (PL) spectra of pure and irradiated LAMD
crystals are recorded between 315 nm (3.94 eV) and 550 nm (2.25 eV)
at room temperature and it is shown in Fig. 7. The position of the peak
centers shifts towards the longer wavelength region (lower energy re-
gion) with increasing the dosages of EB. The observed peak centers are
3.12, 3.06, 3.04 and 3.03 eV for unirradiated and irradiated with flu-
ences ×0.5 10 e/cm15 2, ×1.0 10 e/cm15 2 and ×1.5 10 e/cm15 2 respectively.
The shift in the peak centers is due to the formation of the defect bands
caused by high energy electron beam. The intensity of the peaks re-
duced with irradiation fluence except for the irradiation fluence

×1.5 10 e/cm15 2. The high energy electron beam may distort the crystal
structure and reduce the electron-hole recombination process. Reduc-
tion in the radiative recombination leads to the decrease in intensity
and broader peaks in the case of irradiated samples with fluences

×0.5 10 e/cm15 2, ×1.0 10 e/cm15 2. The increase in the intensity of the
peak corresponding to ×1.5 10 e/cm15 2 may be due to the formation of
the intermediate energy levels (activators) at this fluence which favours
radiative recombination process. The emission of photons by the elec-
trons from different newly created levels in electronic transition caused
the increase in peak intensity [25].

Fig. 10. Effect of EB irradiation on ac conductivity as a function of frequency.

Fig. 11. Irradiation fluence Vs dielectric constant at different frequencies. Fig. 12. Irradiation fluence Vs dielectric loss at different frequencies.

Fig. 13. Irradiation fluence Vs ac conductivity at different frequencies.
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4.3. Dielectric studies

The value of the dielectric constant, εr is calculated using the rela-
tion

= Cd
A

ε
εr

0 (7)

where‘d’ is the thickness of the sample, ‘ε0’ is the permittivity of free
space and ‘A’ is the area of the sample. The obtained values of εr are
plotted against log frequency, the plot is shown in Fig. 8. The plot de-
picts that the value of dielectric constant is high at lower frequencies
and decreasing according to the increasing frequencies. This is due to
the fact that the four polarizations, namely electronic, ionic,

orientational and space charge are active at lower frequencies and
contributed to the value of dielectric constant. At higher frequencies,
different polarizations mechanisms are deactivated because of the re-
sponse of the polarizations do not cope with the increasing frequency
and hence the value of the dielectric constant decreased. The dielectric
loss also follows the same behaviour as the dielectric constant (Fig. 9).
The ac conductivity of the material is calculated using the relation

=σ 2πfε ε tanδac 0 r (8)

where ‘ε0’ is the permittivity of free space, ‘ εr ’ is the dielectric constant,
‘f’ is the applied frequency and ‘tanδ’ is the loss tangent. The ac con-
ductivity versus log frequency plot is shown in Fig. 10 and it is observed
that ac conductivity increases with frequency. The variations of di-
electric constant, dielectric loss and ac conductivity with irradiation

Table 4
Calculated polarizability parameters of unirradiated and EB irradiated LAMD crystals.

Parameters Pristine 0.5× 1015 e/cm2 1.0× 1015 e/cm2 1.5×1015 e/cm2

Electron plasma energy ( ωℏ p)) 19.5137 eV 19.4944 eV 19.5096 eV 19.5199 eV

Penn gap (Ep) 4.1664 eV 3.7060 eV 3.4978 eV 3.3658 eV

Fermi energy (E )F 15.4874 eV 15.4670 eV 15.4831 eV 15.4940 eV
Polarizability (α) from Penn Model 7.9757×10−23 cm3 8.2151×10−23 cm3 8.2998×10−23 cm3 8.3506×10−23 cm3

Polarizability (α) from Clausius-Mossotti equation 8.0548×10−23 cm3 8.2772×10−23 cm3 8.3546×10−23 cm3 8.4012×10−23 cm3

Fig. 14. (a & b): Effect of EB irradiation on Penn gap and Polarizability of the LAMD single crystal.

Fig. 15. TGA curves of unirradiated and EB irradiated LAMD single crystals.

Fig. 16. DSC thermogram of unirradiated LAMD single crystal.
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fluence are also plotted (Figs. 11–13) and found that all these increased
with increasing the dosage of irradiation. The EB irradiation positively
affects some of the polarization mechanisms and enhanced the value of
dielectric constant. The total dielectric loss of a material depends on
some intrinsic factors like crystal symmetry, ac field frequency, tem-
perature etc. and some extrinsic factors like presence of impurities,

dislocations, grain boundaries etc [20]. The high energy EB induced
some defects in the crystal. It also reduces the crystallinity of the ma-
terial, which is confirmed by the PXRD and TGA-DSC studies. This in-
creasing defect concentration due to EB irradiation is the reason for the
increase in the dielectric loss with irradiation fluence. The creation of
the free radicals and the increase in the number density of the guest
electrons are the main reasons for the increase of conductivity with
increase in irradiation fluence.

The electronic parameters such as valence electron plasma energy,
ωℏ p, Penn gap, Ep, Fermi energy, EF and electronic polarizability, α

from high frequency dielectric constant, ∞ε for pure and irradiated
LAMD crystals are also calculated. The valence electron plasma energy,

ωℏ p can be found out from the relation [42,43]

= ⎛
⎝

⎞
⎠

ω
Zρ
M

ℏ 28.8p

1
2

(9)

where Z is the total number of valence electrons, ρ is the density, M is
the molecular mass, =ℏ h

π2 and ωp is the plasma angular frequency. The
Penn gap, Ep and Fermi energy, EF has a finite dependence on the ωℏ p
and it can be written as
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The electronic polarizability, α of the LAMD crystal can be calcu-
lated from the obtained values of electron plasma energy and Penn gap
energy using the relation
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where S0 is a constant for the material and can be calculated from the
relation
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The value of the electronic polarizability, α can also be calculated
from the Clausius-Mossotti equation, which is given by
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where Na is the Avogadro number. The calculated polarizability para-
meters for pristine and irradiated LAMD samples are given in Table 4
and the variations of Penn gap and Polarizability are plotted against
irradiation fluence, which is shown in Fig. 14(a & b). It is apparent from
the table and also from the plot that the polarizability increased with
irradiation fluence and the Penn gap decreased with irradiation fluence.
The frequency conversion efficiency of the material depends on its
polarizability [10]. It is seen that the dielectric constant and thereby
electronic polarizability of the material increased with irradiation flu-
ence.

4.4. Thermal studies

The TGA thermograms of unirradiated and irradiated LAMD crystals
are shown in Fig. 15. It is obvious from the plots that high fluence of
irradiation causes the reduction of thermal stability. The decomposi-
tions of the samples are occur in three different stages. The change
observed around 90 °C may be due to the loss of water of crystallization
[11]. The dehydration of the material is completed in the first stage of
the decomposition, between 90 °C and 178 °C. The second stage be-
tween 178 °C and 301 °C may be related to the liberation of carbon
dioxide (CO2) gas and the dissociation of the maleic acid. The final

Fig. 17. DSC thermogram of LAMD irradiated with 0.5× 1015 e/cm2
fluence.

Fig. 18. DSC thermogram of LAMD irradiated with 1.0× 1015 e/cm2
fluence.

Fig. 19. DSC thermogram of LAMD irradiated with 1.5× 1015 e/cm2
fluence.
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stage decomposition observed between the temperature ranges
301 °C–538 °C. The formation of peptide bonds due to the condensation
reaction between the carboxyl group and amino group and the libera-
tion of the other volatile substance such as CO, CH4 and NH3 happened
at this stage [11].

The DSC plots of unirradiated and irradiated LAMD crystal is illu-
strated in Figs. 16–19. A sharp endothermic peak is present at 100.16 °C
and a broad endotherm is also observed at 294.16 °C. The endothermic
peak at 100.16 °C for unirradiated samples corresponding to the
melting point of the material and the absorbed heat energy is used for
the breakage of valence bond between the L-Arginine cation and mal-
eate anion [11]. The reduction in the onset decomposition temperature
(Tonset), at high fluence, may be due to the reduction in the crystallinity
and the increase in amorphousness of the sample. Similar observations
are made in the irradiated L-threonine single crystals [19]. The change
in the onset melting temperature (Tonset), change in endothermic peak
temperature and change in enthalpy of melting, HΔ for various fluences
is presented in Table 5.

5. Conclusions

The L-Arginine Maleate Dihydrate (LAMD) nonlinear optical crystals
have been grown by slow evaporation technique and are subjected to
electron irradiation of energy 6MeV at fluences ×0.5 10 e/cm15 2,

×1.0 10 e/cm15 2 and ×1.5 10 e/cm15 2. The powder XRD studies confirmed
the triclinic crystal system with noncentrosymmetric space group P1.
PXRD patterns also showed some variations in the intensity of the XRD
peaks, which may be due to the changes in the crystallinity of the
material caused by irradiation. The changes in the crystallinity are also
confirmed by the TGA-DSC studies. The refractive index of the LAMD
crystals was found to be increased by increasing the dosages of electron
irradiation. The TGA-DSC thermal studies showed that the thermal
stability of the material decreased with increasing irradiation fluence,
which may be due to the breakage of bonds by high energy electrons.
The electrical properties such as dielectric constant, dielectric loss and
ac conductivity of the material are found to be increased with electron
irradiation. The polarizability calculations revealed that the polariz-
ability of the material increased with irradiation fluence, which en-
hances the nonlinear optical properties of the crystal. Thus by varying
the EB fluence, one can easily tailor the optical, electrical and thermal
properties of LAMD single crystals for optoelectronic devices and planar
waveguide fabrications.
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1. INTRODUCTION 

During the past few decades researchers working in the field of nonlinear optics developed new 

organometallic compounds having appreciable second harmonic properties, improved laser 

damaged threshold and excellent optical nonlinearity when compared to the organic counterpart [1]. 

In 1987 Chinese scientists investigated metal organic compounds for nonlinear optical applications, 

based on the Double-radical model [2-4]. The insights of this research laid the foundation for our 

research group to start the study of a primary aspect of the nonlinear optical properties of the 

organometallic crystals. While giving credits to the these materials of Chinese researches as well as 

research carried out by the Indians, this study concentrates on experiments providing more insights 

into the nonlinear optical properties of the materials and their qualities that can be easily and 

economically made use in our day to day life. The materials showing high quality optical bistability 

are found to be applicable in optoelectronics. Thiourea crystals exhibit large dipole moment and 

ability to form extensive network hydrogen bonds [5]. When the centrosymmetric thiourea is joined 

with metals, it will produce large hyperpolarizability which in turn results high nonlinear optical 

properties. Materials researchers are fascinated by this nonlinear optical property in thiourea 

complexes and many crystals based on the thiourea were investigated. Motivated by this 

consideration, a lot of thiourea complex crystals were explored.  Recently, M [tu]2 X2 type materials 

are interested by researchers where M=Cd, Co, Hg, Pb, Ti and Zn, tu is thiourea and X is a halogen 

[6], because they exhibit good nonlinear optical properties. Bisthiourea cadmium chloride (BTCC) 

[7], bisthiourea zinc chloride (BTZC) [8], bisthiourea cadmium acetate (BTCA) [9] Zinc tris 

(thiourea) sulphate (ZTS), Allylthiourea cadmium chloride (ATCC) [10], allylthiourea cadmium 

bromide (ATCB) are some of the crystals of the above said type [11]. BTCC is superior to other 

organometallic crystals for researchers because of their extended transparency down to UV, high 

optical nonlinearity and moderate mechanical property. BTCC is 110 times more nonlinear than 

quartz [12]. The laser damage threshold of BTCC crystals is 32 GW/cm2 and 6 GW/cm2 for single 

and multiple shots respectively. From the earlier reports BTCC belongs to orthorhombic crystal 

structure with the space group Pmn21 and its unit cell contains four molecules. They have the large 

laser induced damaged threshold compared to the other NLO crystals [13,14]. Bis(thiourea) 

cadmium chloride (BTCC) is a good candidate for engineering, a material with high nonlinearity 

out of an organic ligand by metal complexation [15]. Hence the present study deals with the 

synthesis, growth and physicochemical properties of the BTCC crystals. 

2. MATERIALS AND METHODS 

Single crystals of Bisthiourea cadmium chloride (BTCC) were grown by the solution growth 

techniques. Analytical reagent (AR) grade of the cadmium chloride and thiourea along with 

millipore water were used for the growth process. BTCC was synthesized from aqueous solutions 

of CdCl2 and thiourea in the ratio 1:2 following the chemical reaction. 
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CdCl2 + 2CS (NH2)2 Cd [CS (NH2)2]2 Cl2 

The pH value of the solution was adjusted to be 3 by adding hydrochloric acid with continuous 

stirring for few hours. The solution was heated and stirred well at room temperature to avoid the 

precipitation of multiple phases [16-18]. The purity of the synthesized salt was increased by 

successive re-crystallization process. Temperature as low as 50°C was maintained in order to avoid 

decomposition. The saturated solution was taken in a beaker covered it tightly and then it was 

allowed to evaporate at room temperature by making small holes on the top of the cover. Seed 

crystals of dimension 15 x 15 x 8 mm3 were hatched out due to spontaneousnucleation, within a 

period of around one month. The photographs of as grown crystals were shown in Fig.1. 

 

Fig. 1: Photograph of as grown crystals of BTCC  

3. RESULTS AND DISCUSSION 

3.1 High-resolution X-ray diffractometry study on BTCC 

The crystalline perfection of the grown single crystals was characterized by HRXRD by employing 

a multicrystal X-ray diffractometer developed at NPL [19]. The well-collimated and 

monochromatedMoKα1 beam obtained from the three monohromator Si crystals set in dispersive 

(+,-,-) configuration has been used as the exploring X-ray beam. The specimen crystal is aligned in 

the (+,-,-,+) configuration. Due to dispersive configuration, though the lattice constant of the 

monochromator crystal(s) and the specimen are different, the unwanted dispersion broadening in 

the diffraction curve (DC) of the specimen crystal is insignificant. The specimen can be rotated 

about the vertical axis, which is perpendicular to the plane of diffraction, with minimum angular 

interval of 0.4 arc sec. The rocking or diffraction curves were recorded by changing the glancing 

angle (angle between the incident X-ray beam and the surface of the specimen) around the Bragg 

diffraction peak position θB(taken as zero for the sake of convenience) starting from a suitable 
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arbitrary glancing angle and ending at a glancing angle after the peak so that all the meaningful 

scattered intensities on both sides of the peak include in the diffraction curve. The DC was recorded 

by the so-called ω scan wherein the detector was kept at the same angular position 2θB with wide 

opening for its slit. Before recording the diffraction curve to remove the non-crystallized solute 

atoms remained on the surface of the crystal and the possible layers which may sometimes form on 

the surfaces on crystals grown by solution methodsand also to ensure the surface planarity, the 

specimen was first lapped and chemically etched in a non preferentialetchent of water and acetone 

mixture in 1:2 volume ratio. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: HRXRD spectrum of BTCC 

Fig. 2 shows the high-resolution diffraction curve (DC) recorded for a typical BTCC single crystal 

specimen using diffracting planes in symmetrical Bragg geometry by employing the multicrystal X-

ray diffractometer. The solid line (convoluted curve) is well fitted with the experimental points 

represented by the filled circles. On deconvolution of the diffraction curve, it is clear that the curve 

contains two additional peaks, which are 65 and 150 arcs away from the main peak. These additional 

peaks depict internal structural low angle (tilt angle > 1 arc min but less than a degree) boundaries, 

whose tilt angles (misorientation angle between the two crystalline regions on both sides of the 

structural grain boundary) are 65 and 150 arcs from the main crystal block [20]. The FWHM (full 

width at half maximum) of the main peak and the low angle boundaries are respectively 132, 75 and 

55 arcs. Though the specimen contains low angle boundaries, the relatively low angular spread of 

around 600 arcs (~ one sixth of a degree) of the diffraction curve and the low FWHM values show 

that the crystalline perfection is reasonably good. The effect of such very low angle boundaries may 

not be very significant in many device applications, but for applications like phase matching, it is 

better to know these minute details regarding crystalline perfection. Thermal fluctuations or 

 
 

 

-300 -200 -100 0 100 200 300
0

50

100

150

 

 

D
iff

ra
ct

e
d

 X
-r

a
y 

in
te

n
si

ty
 [

c/
s]

Glancing angle [arc s]

65"

132" 75" 55"

BTCC
150"

http://www.rjlbpcs.com/


Sreekanth et al  RJLBPCS 2018         www.rjlbpcs.com      Life Science Informatics Publications 

© 2018 Life Science Informatics Publication All rights reserved 

Peer review under responsibility of Life Science Informatics Publications 

2018 July - August RJLBPCS 4(4) Page No.679 

 

mechanical disturbances during the growth process could be responsible for the observed low angle 

boundaries. 

3.2 CHN analysis 

The elemental analysis of the as grown crystals of BTCC is performed using Elemental Vario El III 

Elemental analyzer. The molecular components carbon, hydrogen and nitrogen of the BTCC single 

crystals are experimentally measured. The results of the study are given in the Table 1. 

Table 1: Results of elemental (C, H and N) analysis of BTCC 

Weight Composition % 

 Carbon 

 

Hydrogen Nitrogen 

Theoretica

l 

 

Experimental Theoretical   Experimental Theoretic

al 

Experimental 

7.16 7.17 2.40 2.39 16.69 16.71 

3.3 Spectroscopic studies of BTCC 

The UV visible NIR spectrum was taken in the wavelength range of 200-1100nm, using Perkin 

Elmer UV Win Lab and is shown in Fig.3. The UV cut-off wavelength is found to be 320 nm. There 

is no significant absorption in the 300-1000 nm visible range. The crystal is appeared to be a good 

transmitter in the visible region. Using Tauc’srelation [21] a graph has been plotted between hν and 

(αhν)2 to measure the direct band gap value, where α is absorption coefficient and hν is the energy 

of the incident photon. From the plot (Fig.4) the band gap of BTCC is found to be 3.75eV. BTCC 

crystal has large band gap compared with other prominent organometallic crystals such as ATCC 

[22], MMTG [23], BTCZC [24] and BTZB [25] (Table 2). 

The urbachenergy is calculated by the following equation: 

𝛼 = 𝛼0exp(
ℎ𝜐 − 𝐸𝑔

𝐸𝑢
) 

Where αo and Egare the material parameter, ‘hν’ is the photon energy and Euis the Urbachenergy [26-

28].Urbach energy is determined by plotting ln(α) vs. E and fitting the linear portion of the curve 

with a straight line (Fig.5). The Urbach energy is found to be 0.046eV.  

Table: 2 Direct Band gap of Organometallic compounds. 

Sample Direct band gap (eV) 

ATCC 3.6 

MMTG 3.5 

BTCZC 3.65 

BTZB 3.5 
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Fig. 3: UV visible NIR absorption spectrum of BTCC

 

Fig.4: Tauc’s plot of BTCC 

 

Fig. 5: The dependence of ln(α) with incident photon energy 
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3.4 Thermal analysis of BTCC  

The thermal studies (TGA/DTA) of the BTCC crystals were performed by Perkin Elmer STA6000 

and is shown in Fig.6.Thermal analysis was carried out in the range 40-7000C at a rate of 100C/min 

in inert nitrogen atmosphere. The DTA endothermic peak at 2130C, coincides with the major weight 

loss in the TG trace. This high-temperature weight loss may be due to melting and decomposition 

of BTCC. The melting point of BTCC shows higher value in comparison to the endothermic peak 

of BTZA [29] and BTCA [30] in the same family. 

 

 

 

Fig. 6: TG-DTA curve of the grown BTCC crystals 

3.5 Photopyroelectric (PPE) studies of BTCC 

The thermal parameters of the crystals are measured using improved Photopyroelectric technique 

[31]. The grown selected BTCC sample is attached to apolyvinylidene difluoride (PVDF) film of 

thickness 28μm the pyroelectric detector. The thermal wave produced by the heating source (He-

Cd laser of wavelength λ = 442 nm KIMMON, output power120mW) was allowed to propagate 

through the sample and are detected by the pyroelectric detector having pyroelectric coefficient 

=0.25×10-8 Vcm-1K-1. The Pyroelectric detector, sample and the backing medium should be 

thermally thick during the measurements. The intensity of the light from the laser was modulated 

using a mechanical chopper (SR 540). A lock-in amplifier (SR 830) was used to measure the signal 

output. The frequency dependence of PPE amplitude and phase for BTCC crystal is shown in Fig.7 

(a) and Fig.7 (b) respectively.  The measured thermal parameters at a modulation frequency 40Hz 

such as Thermal effusively (e), Thermal diffusivity (α), Thermal conductivity (k), Heat capacity 

(Cp) of the BTCC crystals are given in the Table 3. It is found that thermal effusivity, thermal 

conductivity and specific heat capacity of the selected BTCC sample is slightly higher than that of 

the BTZC crystals in the same family [32]. 
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    Fig. 7 (a):  Frequency dependence of PPE amplitude 

 

 

Fig. 7 (b): Frequency dependence of PPE phase 

Table 3: PPE measurements of BTCC 

3.6 Dielectric properties of BTCC 

The dielectric study of a crystal reveals the interaction of the molecules in the presence of an external 

electric field. When an electric field oscillates, the dipole in the system tend to follow the field and 

experiences some friction due to its collision with other molecule in the system or some energy is 

absorbed from the field, which is known as the dielectric loss. The dielectric studies are measured 

from the Agillent E4980 LCR meter, and plotted with frequency in the range 100Hz to 100kHz in 

the temperature range 250 C– 145 0 C with an interval of 200 C. The graph of dielectric loss (Fig.8) 

Sample 

Thickness 

(mm) 

 

Modulation 

Frequency 

(Hz) 

Thermal 

effusivity 

E 

(Ws½/m²K) 

Thermal 

diffusivity 

α 

(×10ˉ6m²/s) 

Thermal 

conductivity 

k 

(W/mK) 

Sp. Heat 

capacity 

Cp 

(J/kgK) 

1.6 40 3283  6.31  8.24  713  
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shows an exponential decrease at high frequencies. The very low dielectric loss at higher frequencies 

is an indication of the perfection and purity of the crystal sample. The dielectric loss increases with 

temperature indicating high energy absorption. The real part of the dielectric constant is plotted in 

the temperature range 250-1650C (Fig.9). At low frequencies all kinds of polarization are well active 

and the space charge polarization are absent at higher frequencies. Hence the BTCC sample exhibits 

high dielectric constant at high temperature. The space charge polarization is trusted on purity and 

perfection of the crystals [33, 34]. Dielectric studies of sample indicate the strong S.H.G conversion 

efficiency with lesser defects of the given crystals [35]. The dielectric constant and dielectric loss 

plotted against temperature for different frequencies is shown in Fig.10 and Fig.11 respectively. 

Both the dielectric constant and dielectric loss having very high value at low frequencies increase 

with increasing temperature.   

 

Fig.8: Dielectric loss versus log frequency  

 

Fig.9: Dielectric constant versus log frequency  
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Fig.10: Dielectric constant versus Temperature for different frequencies 

 

Fig. 11: Dielectric loss versus Temperature for different frequencies 

3.7 A.C. Conductivity studies of BTCC 

The ac electrical conductivity studies of the grown BTCC crystals were also done with the above 

Agillent E 4980 LCR meter. The graph of logarithmic conductivity with logarithmic frequency for 

the temperature range 130-1800C is plotted having a positive slope and is found to increase with 

frequency, at all temperatures (Fig.12). The Arrhenius plot (log σacT versus 1000/T) reveals that the 

sample exhibits Arrhenius type conductivity behavior as shown in Fig.13.The slope of the Arrhenius 

plot reveals that the activation energy of the crystal is 0.19eV under the temperature of investigation. 

http://www.rjlbpcs.com/


Sreekanth et al  RJLBPCS 2018         www.rjlbpcs.com      Life Science Informatics Publications 

© 2018 Life Science Informatics Publication All rights reserved 

Peer review under responsibility of Life Science Informatics Publications 

2018 July - August RJLBPCS 4(4) Page No.685 

 

 

Fig.12: log conductivity versus log frequency for various temperatures 

 

Fig.13: Arrhenius plot of BTCC 

3.8 Piezoelectric studies of BTCC 

Piezoelectricity is the phenomenon in which electric charges are separated when the material is 

subjected to an external stress. The inverse effect is also possible – that an applied field can produce 

vibration in the crystal. The crystal having non-centrosymmetric structure can exhibit piezoelectric 

properties. In the absence of external stress, the internal electric field is zero because of the 

symmetric charge distribution at their lattice sites. But when the crystal is under stress, the charges 

are displaced and the electric field is developed. The materials showing this phenomenon are known 

as piezoelectric materials. The common application of piezoelectric materials is in transducers and 

in delay lines. A good piece of the crystal with area 30 mm2 and thickness 1.50 mm was prepared, 

and is placed in the piezometer system. Piezoelectric charge coefficient (d33pC/N) was calculated 

with a piezometer system in the tapping frequency range of 50-300Hz and applying a tapping force 
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of 0.25N at room temperature and the obtained value is 8pC/N. The P E loop (Fig.14) of the BTCC 

crystal was taken using computer controlled P-E loop tracer. For an applied field of 40.4 kV/cm 

polarization reaches saturation (Pmax=0.637µC/cm2). Also it is measured that polarization has a 

value around 0.346µC/cm2 at near zero electric field (remnant polarization, Pr) and the coercive 

filed, is 21.17kV/cm. A corona dc poling technique is employed to the shaped BTCC crystal, but 

also after poling the hysteresis loop parameters remains unaffected as an indication of saturation of 

dipoles. The loop parameters are tabulated in the Table 4. 

 

Fig.14: P-E loop of BTCC 

Table 4: Hysteresis loop parameters of BTCC crystal 

3.9 Photoconductivity studies of BTCC 

The photoconductivity measurement of the BTCC samples has been carried out using the Keithley 

6485 Pico ammeter. The dark current was recorded by keeping the sample unexposed to any 

radiation. The applied field was varied from 0 to 400 V/cm at room temperature (305K). The sample 

was illuminated with a mercury lamp of 80W power by focusing a spot of light to the sample with 

 

 

Sample 

Thickness 

of the 

sample 

(mm) 

Remnant 

polarization (Pr) 

(µC/cm2) 

Coercive 

field (Ec) 

(kV/cm) 

Maximum 

Electric field 

Emax   

(kV/cm) 

 

Maximum 

Polarization 

Pmax 

(µC/cm2) 

BTCC 

(Unpoled) 

 

 

1.5 

 

 

 

0.346 

 

21.174 

 

40.402 

 

0.637 

 BTCC 

(Poled) 

 

0.346 

 

21.174 

 

40.402 

 

0.637 
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the help of a converging lens. The photo current was measured by varying the applied field for the 

same range in step of 20V. The variations of photo current (Ip) and dark current (Id) with applied 

field is shown in the Fig.15. The dark current is always higher than the photocurrent for different 

applied field which is said to exhibit negative photoconductivity. The negative photoconductivity 

exhibited by the sample may be due to the reduction in the number of charge carriers or their life 

time, which is explained by Stockman model [36]. 

 

 

Fig.15: Field dependent conductivity of BTCC crystals 

4. CONCLUSION 

Single crystals of Bisthiourea cadmium chloride (BTCC) were prepared using slow evaporation 

technique. The crystalline perfection of the sample was estimated through high resolution X- ray 

diffraction technique. The UV cut-off wavelength and optical band gap were calculated from optical 

absorption studies. The dielectric loss and dielectric constant were measured from the Agillent 

E4980 LCR meter. The conductivity studies were carried out and the Arrhenius type behavior is 

revealed. Photopyroelectric studies of the crystals were done and thermal parameters of the BTCC 

crystals were measured. Piezoelectric studies were conducted and the Hysteresis loop parameters 

are measured from the PE loop. The field dependence of conductivity of the BTCC sample was 

measured from the photoconductivity studies.  
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ABSTRACT: Word-of-mouth (WOM) acts as a paramount source of information when a consumer has to decide upon a purchase. The 

augmentation of Internet has amplified consumers' options for gathering product information. Although word-of-mouth (WOM) is 

recognized as a cogent force in persuasion, we know little about the new communication phenomenon known as e-WOM. Online Consumer 

review is one of the main forms of e-WOM where consumers post product reviews on various websites. Digitization of WOM has manifested 

the penetration of customer feedback into the cyber space and has paved way for consumers to share and exchange customers’ shopping 

experiences and influence future customers’ purchase intentions. Nevertheless, how e-WOM affect consumers in making purchase decisions 

is hardly explored. The objective of the present study is to identify the factors affecting online consumer reviews through previous researches 

and the impact of online consumer reviews on purchase intentions of mobile phones and accessories. The results of this study will be 

constructive to the corporate world who actively influence and encourage online reviews. 
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INTRODUCTION 

Word of mouth has been recognized as one of the most pivotal resources of information transmission since the beginning of human 

society. However, word of mouth has evolved into an entirely new form of communication with the expansion of technology which is known as 

electronic word of mouth (e-WOM). Recent technological buildouthas changed the way in which consumers make purchase decisions of 

products and services. Customers do not prefer traditional ways for availing information about the products and services they want. Instead, they 

have switched to e-WOM especially online consumer reviews as they are easily accessible and serviceable. 

Online consumer reviews are a type of e-WOM and it entails an assessment or an evaluation, comments, opinions, critics and analysis 

generated and posted by the users of products. Online consumer reviews are posted with the intention of instituting change and hence a credible 

source of consumer sagacity and can be utilized to measure products and services by businesses in order to make corrections or any 

improvement.  

Online Consumer Reviews can be found on weblogs, newsgroups, discussion forums, social network websites, review websites, and 

online newspaper columns. Even social networking sites provide a platform for consumers to exchange their opinions regarding products and 

brands.Truly, word of mouth has found a new way to assert its value to product marketing in new forms of communication (C. M. Cheung and 

D. R. Thadani, 2010). 

Online Reviews have become an avenue where different customers share their shopping experiences. Shoppers seek information 

through reviews which include comments and experiences of users before they buy products. Online reviews are an essential component for 

purchase decisions as it create an image about the product and brand in the minds of the reader. Therefore, it is essential to study the influence of 

online reviews on purchase intentions. 

Online consumer reviews (OCRs) are increasingly used by consumers to make enlightened shopping decisions about products. It 

considers the impact of online reviews on consumers’ purchasing decisions where authenticity of the reviewer and the website is important. This 

study understands the influence of online reviews on purchase intention through a model which considers independent factors influencing 

purchase intention as Product Attitude, Valence, Volume, Recentness, Trust, Brand Recognition, Social influence and Review Type. The 

research aims to provide an insight on the impact of online reviews on purchase decisions of consumers. 

 

REVIEW OF LITERATURE  

Scholars and practitioners have long acknowledged that word of-mouth is the most effective marketing tool (Arndt 1967a; Trusov, 

Bucklin, and Pauwels 2009). Traditionally, consumers have exchanged word-of-mouth through face-to-face conversations (Keller 2007). 

However, as consumers increasingly use the Internet to communicate with other consumers as well as to review and purchase products, 

electronic word-of-mouth has gained importance (Goldsmith 2006; Trusov, Bucklin, and Pauwels 2009).  

Online product reviews – a form of electronic word-of-mouth written by consumers on the Internet – have become the most important 

form of electronic word-of-mouth. Most online shoppers rely heavily on online product reviews to make purchase decisions (Freedman 2008; 

Park and Kim 2008; Schlosser 2011; Sen and Lerman 2007). According to a 2010 survey of Internet users in the U.S., 92% of users read online 

product reviews; of these, 89% said online product reviews influenced their product choice (Freedman 2011).  

Since last decade, social network and media (SNM) sites are growing rapidly (Farooq & Jan, 2012). Scholars define SNM as a graph of 

relationships and interactions within a group of individuals, often mediating in spreading information, ideas, and influence among the members 
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(Kempe, Kleinberg, &Tardos, 2003). These services act as word-of-mouth (WOM) because participants repeat the information on SNM 

(Zhaveri, 2013) 

A large and growing body of research has shown that consumers are likely to follow others when making purchase decisions (Berger & 

Schwartz, 2011; Bickart& Schindler, 2001; Gruen et al., 2007; Murray, 1991; Smith et al., 2005). Recent research shows that online consumers 

are increasingly driven by a need for social interaction, in addition to instrumental goals (Childers, Carr, Peck, & Carson, 2002). In the process of 

decision-making, consumers may engage in brand-related information search by reading other consumer's brand and service ratings and 

evaluations through an online eWOM source. (Bei, Chen, &Widdows, 2004; Bickart& Schindler, 2001; Dellarocas, 2003; Sweeney, 

Soutar&Mazzarol, 2011) 

The most frequently used type of electronic word-of-mouth is online reviews (Schindler & Bickart, 2005). Online reviews written by 

consumers who have purchased a product previously are important and extensive sources of information for the potential consumer (Hu, Liu & 

Zhang, 2008). Consequently, a lot of companies are taking advantage of online reviews as a new marketing tool (Dellarocas, 2003). 

Informational platforms concerning products, brands and services have manifested itself as a central place for online reviews (Hennig-Thurau et 

al., 2004).  

 

RESEARCH GAP AND OBJECTIVES 

Despite of the considerable amount of prior research on online reviews, little is known about the online reviews of search products and 

its effect on consumers’ purchase intentions. The review of literature divulge that prior studies have focused on the factors of online reviews but 

this study tries to unravelhow reviews influence purchase decisions incorporating the need to recognize a brand and considering social influence 

while using online reviews for purchase decision.So, the present study is an attempt to bridge the void in the literature by considering the 

additional factors like brand recognition and social influence.This study will be advantageous to the corporate world who engage in developing 

brand awareness and promote online reviews.The study raises the following questions for enquiry: What are the factors affecting online 

reviews?What is the influence of online reviews on purchase intentions of a product? Based on the above research questions, specific objectives 

have been formulated, which are: 

 To explore the factors affecting online reviews 

 To study the impact of online reviews on purchase Intentions of a product 

 

MODEL DEVELOPMENT 

Various factors are identified based on empirical evidence collected from numerous studies. It is found that online reviews have positive 

valence when a product is recommended by a customer or have negative valence when a customer advise against the use of the product. Negative 

online reviews have a tendency to decrease consumers’ attitudes and company’s sales, whereas positive online reviews incline to increase 

attitudes and rise company’s sales (Lee, Park, & Han, 2008; Hu et al., 2008). 

Researches have shown that the volume of reviews increases awareness (Liu, 2006) purchase intentions regardless of the level of 

consumer involvement (Park et al., 2008), and product sales (Duan et al., 2008ab; Liu, 2006). Online reviews are essential for the creation of 

online trust and online trust has been shown to considerably influence web user behavior and is a critical factor in stimulating purchase (Gefen, 

Rao & Tractinsky, 2003; Quelch & Klein, 1996). 

Online reviews with more understandable and objective content with enough reasons to recommend is more persuasive in contrast to 

online reviews with emotional and subjective content with recommendations based on not a single specific reason (Park et al., 2007). The impact 

of the most recent online reviews may be bigger than old online reviews because of the up-to-date information of most recent online reviews. 

Recent researcher says that participants prefer recent reviews over old reviews (Jin et al., 2014) 

 

HYPOTHESIZED MODEL 
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METHODOLOGY 

In the present study, data were collected by survey method with the help of structured questionnaire. Both primary and secondary data 

sources were used for the study. Primary data collected from respondents who read online reviews before making a purchase decision. Responses 

were measured by a 5-point Likert-type scale ranging from strongly agree (5), agree (4), neutral (3), disagree (2) and strongly disagree (1). The 

secondary data were accessed from the books and journals, official reports and websites. The collected data was analysed using statistical tools 

like arithmetic mean and regression analysis.  

 

RESULTS AND DISCUSSIONS 

The primary data were collected with the help of structured questionnaire from users of online reviews. The demographic characteristics are 

presented in table 1. Out of 64 respondents, 23 belong to male category and 41 belong to female category which clearly shows that female 

category forms the majority (64.06%). Regarding educational status majority are students (75%) followed by employed category (17.2%) and 

unemployed category (7.8%). Majority of the respondents belong to the age group of below 25 years (87.5%) and smart phones are the most 

searched product over the internet (85.9%). Regarding the source of product information, Facebook is seen as the major source of product 

information through online reviews (42). 

 

Table 1:The general profile of the total 64 respondents. 

Demographic Factors Item Frequency Percentage 

Gender Male 

Female 

23 

41 

35.93 

64.06 

Status Student 

Employed 

Unemployed 

48 

11 

5 

75 

17.2 

7.8 

Age Group Below 25 

25-35 

35-45 

 

56 

7 

1 

87.5 

10.9 

1.6 

How did you come 

across online reviews or 

product information 

Product website 

Facebook 

Witter 

YouTube 

Instagram 

Amazon 

Flipkart 

Other e-shopping website 

Other 

16 

42 

8 

26 

11 

16 

11 

15 

3 

25 

65.62 

12.5 

40.62 

17.18 

25 

17.18 

23.43 

4.68 

Have you searched 

online about the 

following products 

Smart Phones 

Headphones 

Mobile Accessories 

Other Electronic products 

Other Products 

55 

31 

45 

51 

54 

85.9 

48.4 

70.3 

79.7 

84.4 

Source: Primary Data 

 

Constructs and Measures Used in the Study: 

Product Attitude 

Reviewer's overall evaluation of a person, objects (e.g. brand/products/websites) and issues (J. Lee, D.H. Park, I. Han,2008) 

 

Table 2: Measures of Product Attitude 

Measures Item 

Acronym 

Mean Mode SD 

The information in online reviews was helpful for me 

to evaluate the product 

 

PA1 3.98 4 .724 

customer ratings were useful for me to evaluate the 

quality of product specification and features 

 

PA2 4.06 4 .639 

The product review is very helpful in judging the 

quality of the product. 

 

PA3 3.80 4 .800 

Source: Primary Data 
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The mean, mode and SD for PA1,PA2 and PA3 are given in Table 2. Mean for PA2 is the highest of 4.06 which shows Customer ratings are 

more preferred by respondents in order to evaluate the product specification and features. Mode of all three measures is 4which clearly shows 

that the respondents could gain useful insights from online reviews and hence develop a positive attitude about the product. 

 

Valence 

Valence refers to the way an online review is framed (e.g. negatively framed or positively framed). A positively framed online review will 

highlight the strengths of a product or service and encourage other consumers to buy a product or service whether negative online reviews 

reveals the weaknesses and negative features of a product or service and thus discourages people to adopt them (Lee, Youn, 2009). 

Table 3: Measures of Valence 

Measures Item 

Acronym 

Mean Mode SD 

I read reviews before making a decision 

 

VA1 4.44 5 .664 

Positive reviews have greater impact on my 

purchase decision. 

 

VA2 4.06 4 .687 

When I buy a product/brand, negative product 

reviews make me confident in purchasing the 

product/brand* 

 

VA3 4.38 4 .696 

High ratings for product/brand affect my 

purchase decision 

VA4 4.00 4 .713 

Source: Primary Data 

 

From table 3, it can be inferred thatmajority of the respondents undergo meticulous reading of online reviews before making a purchase decision 

as VA1 shows the highest mean and mode of 4.44 and 5 respectively. 

 

Volume 

The volume of online consumer reviews of a product represents the product’s popularity because it is related to the sales volume of the product. 

The more reviews there are, the more important and popular a product is. It is likely to lead consumers to rationalize their buying decision by 

―Many other people also bought the product‖ 

Table 4: Measures of Volume 

Measures Item 

Acronym 

Mean Mode SD 

The number of product reviews about the product 

affects my purchase decision. 

 

VO1 3.53 3 1.007 

I try to read maximum number of online reviews 

before making a decision. 

 

VO2 3.47 4 1.098 

The number of reviews in social media about a 

product/brand affects my purchase decision. 

VO3 3.45 4 1.112 

Source: Primary Data 

Table 4 depicts that VO1 has the highest mean of 3.53 which gives an inference that the number of product reviews certainly have an influence 

while purchasing a product. It also has the lowest SD of 1.007 which clearly confirms the above inference.  

 

Recentness 

The date the online review was posted (Gretzel et al., 2007). 

Table 5: Measures of Recentness 

Measures Item 

Acronym 

Mean Mode SD 

Recent product reviews posted on website have more 

effect on my purchase decision than old reviews 

 

 

RE1 3.59 4 1.109 

Recent product reviews posted on the website are more 

reliable  

 

RE2 3.45 4 .925 

Recent online reviews are not accurate* 

 

RE3 4.31 4 .613 

Source: Primary Data 
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The mean, mode and SD for RE1,RE2 and RE3 are given in Table 5. RE3 has the highest mean of 4.31 and all the three measures have 4 as their 

mode. This resultantly makes it evident that readers rely on online reviews which are recent in nature and consider it for purchase decision. 

 

Trust 

General belief of the truthfulness of the message (N.F. Awad, A. Ragowsky,2008) 

Table 6: Measures of Trust 

Measures Item 

Acronym 

Mean Mode SD 

The information from online reviews are credible  

 

TR1 3.39 3 .828 

Reliability of the site that present the reviews affect my 

purchase decision   

 

TR2 3.75 4 .891 

Popularity of the website/social media posts affect my 

purchase decision. 

 

TR3 3.77 4 1.109 

International web sites are more reliable in making 

purchase decision 

 

TR4 3.59 4 .921 

Source: Primary Data 

Table 6 portrays the various measures of trust affecting online reviews. TR3 has the highest mean of 3.77 and followed by TR2 with slight 

difference of 0.02 in its mean. It can be concluded that popularity and reliability are almost at the same level in their influence while reading 

product information through websites and social media. 

 

Brand Recognition 

Many scholars use two dimensions, brand recognition and brand recall, to define the term brand awareness Brand recognition refers to a 

consumer’s ability to identify a brand when given the brand name as a clue, while brand recall is defined as consumer’s ability to recall a brand 

when given the product category (Keller,1993; Rossiter&Percy,1997) 

Table 7: Measures of Brand Recognition 

Measures Item 

Acronym 

Mean Mode SD 

Online reviews helped me to familiarize with the 

product/brand 

 

BR1 4.02 4 .864 

online reviews have helped me to recall the brand 

 

BR2 3.73 4 .877 

I understand a product better after receiving relevant 

information about the product/brand on social 

networking site. 

 

BR3 3.73 4 .802 

Source: Primary Data 

The mean, mode and SD for BR1, BR2 and BR3 are given in Table 7. Mean for BR1 is the highest of 4.02 where majority of the respondents 

feel that online reviews have helped them to familiarize with the brand. At this point where mode of all three measure is 4,it is understood that 

online reviews assist respondents to recall and create awareness about the brand.  

 

Social Influence 

Social influence is the extent to which consumers perceive that their peer (e.g.: family and friends) believe that they should use a particular 

technology (Venkatesh et al., 2012) 

Table 8: Measures of Social Influence 

Measures Item 

Acronym 

Mean Mode SD 

I will not try a product were information has been 

shared through social media* 

SI1 4.25 4 .437 

I am likely to purchase a product after viewing a 

positive comment on social networking site  

SI2 3.36 4 .949 

I frequently gather information from friends and family 

about the product before I buy 

SI3 3.84 4 .912 

I completely trust online reviews shared through social 

media  

SI4 2.97 2 1.023 

Source: Primary Data 
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Table 8 delineate a highest mean of 4.25 for SI1and also the lowest SD of .437which expresses that a greater portion of the respondents will try a 

product if shared through social media whereas SI4 has the least mean of 2.97 which shows that respondents does not completely consider 

information through social media. 

 

Review Type  

Previous studies on content types of online consumer reviews compare the e-WOM effectiveness of different types of reviews: attribute-centric 

versus benefit-centric reviews (Park & Kim, 2008) Attribute-value reviews ―rational, objective, and concrete [reviews] based on the specific facts 

about a product‖ Simple-recommendation reviews ―emotional, subjective, and abstract [reviews] based on the consumer feeling about a product‖ 

Table 9: Measures of Review Type 

Measures Item 

Acronym 

Mean Mode SD 

Attribute –value recommendations are specific, clear 

and having reasons for arguments. 

RT1 3.42 3 .905 

Simple-recommendation reviews are subjective 

emotional and have no support for arguments. 

RT2 3.22 3 .881 

Source: Primary Data 

The mean, mode and SD for RT1 and RT2 are given in Table 9. RT1 has the highest mean of 3.42 compared to RT2 with mean of 3.22. This 

gives an impression that Specific and clear recommendation have greater effect on respondents than subjective and emotional recommendations.  

 

Purchase Intention 
According to the literatures, purchase intention is one of the most prominent and popular variable resulting from e-WOM communication (Sher& 

Lee, 2009; Lee & Lee, 2009). 

Table 10: Measures of Purchase Intention 

Measures Item 

Acronym 

Mean Mode SD 

Online consumer reviews enhance my shopping 

effectiveness 

PI1 3.95 4 .844 

Online customer reviews make it easier for me to 

search and find information about products. 

PI2 4.08 4 .650 

If I have little experience with a product, I often search 

information on the web about the product 

PI3 4.13 4 .745 

In order to choose the right product/ brand, I often 

consult other consumers’ online product reviews.  

PI4 3.81 4 .990 

Online customer reviews make it easier for me to shop 

online.  

PI5 3.94 4 .833 

If I don’t read online product reviews when I buy a 

product/brand, I worry about my decision  

PI6 3.19 3 1.022 

I don’t think consumer reviews are helpful* PI7 4.40 4 .699 

Source: Primary Data 

Table 10 displays the various measures of purchase intention. PI7 has the highestmean of 4.40 followed by PI3 with 4.13. It indicates that 

consumer reviews are helpful and they tend to browse information on web when they have little or no experience. The mode is 4 for majority of 

the measures which conveys a significant influence of online reviews on purchase intentions. 

 

RELIABILITY TEST 

A Reliability Test was carried out using Cronbach’s Alpha, which measures the internal 

consistency of research constructs and the result is exhibited in Table 7. The Alpha values 

for all the eight factors are above 0.70, the threshold suggested by Nunnally (1978). Thus, it 

can be concluded that the scale has internal consistency and reliability. 

Table 11:Cronbach’s Co-efficient Alpha 

Constructs Number of Items Cronbach’s Alpha 

VA 4 .724 

PA 3 .736 

VO 3 .718 

RE 3 .744 

TR 4 .811 

BA 3 .825 

SI 4 .717 

RT 2 .783 

PI 7 .734 

Source: Authors’ calculation. 

Table 12: Correlation between Independent and Dependent variable 
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Variable and Item 

Acronym 

PA VA VO RE TR BR SI RT PI 

Product Attitude(PA) 1.00 0.20 0.05 0.18 0.65 0.28 0.65 0.17 0.60 

Valence(VA) 0.19 1.00 0.19 0.69 0.17 0.20 0.17 0.18 0.17 

Volume(VO) 0.18 0.61 1.00 0.17 0.18 0.13 0.18 0.05 0.13 

Recentness(RE) 0.05 0.26 0.13 1.00 0.17 0.28 0.17 0.13 0.56 

Trust(TR) 0.17 0.21 0.17 0.18 1.00 0.56 0.20 0.65 0.28 

Brand 

Recognition(BR) 

0.13 0.19 0.21 0.61 0.19 1.00 0.33 0.65 0.18 

Social Influence(SI) 0.20 0.17 0.61 0.28 0.05 0.26 1.00 0.28 0.05 

Review Type(RT) 0.05 0.21 0.20 0.13 0.13 0.21 0.56 1.00 0.20 

Purchase 

Intention(PI) 

0.20 0.05 0.18 0.28 0.56 0.13 0.17 0.69 1.00 

Source: Authors’ calculation. 

The correlation coefficients between the independent variables like product attitude, valence, volume, recentness, trust, brand recognition, social 

influence, review type and the dependent variable purchase intention are reported in table 12. It is vivid that there exists a positive correlation 

between each independent variable and the dependent variable. 

 

Table 13: Regression Analysis 

Variables Item 

acronym 

Beta t - value p - value VIF Durbin 

Watson 

Product attitude PA 0.12 3.172 0.000* 1.156 

1.989 

Valence VA 0.112 1.238 0.000* 1.051 

Volume VO 0.100 3.999 0.000* 1.029 

Recentness RE 0.191 9.270 0.000* 1.087 

Trust TR 0.071 7.781 0.016** 1.011 

Brand Recognition BA 0.210 6.142 0.022** 1.148 

Social Influence SI 0.450 10.166 0.032** 1.335 

Review Type RT 0.412 10.013 0.044** 1.282 

Source: Authors’ calculation. R-squared = 0.188, Adjusted R-squared = 0.189.  

Notes: (*) P < .001 (**) P < 0.05 Dependent Variable – Purchase Intention. 

 

Multiple regression analysis examined the effect of product attitude, valence, volume, recentness, trust, brand recognition, social influence and 

review type on purchase intention. Regression model was formed using step-wise method.. Multi-collinearity was checked through Variance 

Inflation Factor (VIF). VIF values were ranged from 1.011 to 1.335 and, therefore, there is no multi-collinearity problem between the predictor 

variables. The Durbin-Watson statistic is 1.989, which indicates independence of observations. The model is statistically significant at 0.001 

level and 0.005 level. Social influence (SI) has the highest beta coefficient (0.450) followed by review type (0.412). The model states that the 

variable social influence followed by review type has a major influence on purchase intention compared to other variables. 

 

Findings and Discussions 

Among the various dimensions of online reviews, Social Influence (SI) has the strongest impact on purchase intentions. This reveals 

that consumers reflect on opinions of people they are close to and opinions from users. Its disposes that consumers tend to purchase product 

shared through social media.  Thus, it is necessary that other consumers’ assessments should be encouraged and posted on web sites particularly 

social media. 

Brand Recognition (BR) and Review Type (RT) also have influence on purchase decision. This urges a need for business organization 

to focus attention in creating awareness through e-Wom which are closely linked with consumer such as posts and comments on social 

networking sites and blog reviews. It can be said that consumers put in more trust when online reviews are more attribute- value reviews which 

are clear and simple. It is also found that popularity of website and up-to-date reviews are considered more helpful. 
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These findings assist the marketers in devising pertinent strategic plans for future applications. The electronic word-of-mouth is the 

truest reflection of consumers’ product evaluation under the network environment. So, the enterprises should definitely take into account 

electronic word of mouth and heed to consumers’ opinion of the brand inorder to improve its image and to be the pioneers in the corporate world 

featuring emulous competition. 

Limitations 

This study possesses some limitations too. It reflects characteristics of the customer while reading online reviews hence reviewer 

aspects while posting reviews are not examined. Another limitation of this study is that it inspects the effect of all types of online reviews such as 

reviews on product website, e-shopping sites, blogs and social media. Consequently, there arises a need for focusing on one particular type of 

online reviews. This study particularly focuses on search products and findings may not be applicable to experience products. 

 

Theoretical Contribution of the Study 

In spite of the limitation in the present study, it makes significant contribution to the existing literature by examining the characteristics 

of online reviews from a customer point of view who search information which guides the consumer in the decision-making process. The study 

makes an effort to add factors like brand recognition and social influence and proves to benefit the corporate world from the use of online 

reviews to help consumers recall a brand and lead to sales increase. 

 

Conclusions and Scope for Future Research  

Electronic word of mouth (e-WOM) is a powerful marketing instrument. Consumers search for information posted on several platforms 

of e-WOM such as blogs, review websites, discussion forums, shopping websites and social media. Consumers search such information so as to 

be contented with their purchase decisions. The objective was to study the impact and factors of online reviews on purchase Intention. It was 

found that purchase intentions are dependent on various factors such as social influence, brand awareness, review type and trust. Customers are 

involved in online reviews while purchasing a product which is characterised by high financial and emotional risk. The study focuses on 

understanding consumers’ use of information received through online sources. 

Consumers tend to seek information on products and this information could be controlled and extended in favour of the organization to 

formulate their strategies effectively and this ultimately leads to a significant impact of online reviews on consumers’ purchase intentions. It can 

bring a positive change in the attitude of the consumer towards brands especially when information is received from a trustworthy and 

experiencedsource. Thus, the strategy of e-WOM marketing is going to be lucrative for organizations if handled properly. 

The research model can be developed by adding more variables and also future research could investigate ane-WOM effect model on cross-

cultural basis. Electronic word of mouth (e-WOM) is becoming a global phenomenon for organisational success and hence its cross-cultural 

research would be an interesting topic for young researchers to set their foot onto. 
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Abstract 

 Paradigm shift in the concept and context of work brought about remarkable changes in the work 

world of the 21st century. Digital revolution in the form of continuous refinements in the IT world and IT 

sector added more to this shift. Work today is no longer ‘result oriented’, it is ‘people oriented’. No place for 

personal consideration and relations anywhere. Employees are evaluated on the basis of their performance 

and contribution to the organization. In the struggle to prove themselves ‘fit’ for the job, workers are exposed 

to magnified levels of stress and strain. Software professionals too are not an exception to the rule. They are 

those agile technology workers functioning under dynamic technological environment, where the up 

gradations are so fast and unpredictable. The present study evaluates the parameters that contribute to job 

stress among software professionals in Kerala and assesses the impact of each of these dimensions on the 

performance of the employees from a sample study of 438 software professionals. The study throws light to 

the fact that sources of job stress are inversely related to job performance and role ambiguity exerts great 

impact on job performance along with salary and rewards, fear of obsolescence and workload. Thus the study 

calls for the alarming need to take policy actions from the part of the Government and IT companies to 

mitigate the negative impact of job stress on the performance of Software professionals in Kerala. 

 

Key Words: Digital revolution, Job stress, Software Professionals, Agile technology workers, Role 

ambiguity, Fear of obsolescence. 

 

Introduction 

Acceleration of world trade through the broadening of cross border transactions and also through the 

proliferation of digital revolution made continuous refinements in the work culture, work methodologies and 

eventually the boundary between work place and home. The traditional ‘work around the clock’ concept has 

subjected to a paradigm shift on account of alternative work timings and patterns of the twenty first century 

work environment. Work today is ‘result oriented’ rather than ‘people oriented’. It is only the performance 

that matters. In the struggle to manifest themselves as appropriate for the work, workers are exposed 
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to magnified levels of stress and health related problems. When work is denoted as the source of self 

fulfillment in the past, it is an originator of stress, dissatisfaction and humiliation (Terkel, 1972 as cited in 

Joshi, 1999) nowadays. Vast studies in the area of job stress recognized stress as an alarming 

worldwide issue in many organizations, occupations, employees and employers (P. Misra & Srivastava, 

2010). Stress is remarked as the ‘health epidemic of this century (Fink, 2016). It is universal, dangerous and 

enduring (Parmar, Vyas, & Tapariya, 2011). Even a twenty first century typical worker is exposed to job 

stress, then what about the professionals in the IT sector, so called ‘techies’, whose work is fully technology 

oriented, requires logical and critical thinking, follows no work timings and adherence to predefined work 

schedules? 

Work in IT sector is distinctive that it has strong affiliation to the world market and is 

commonly performed ‘virtually’ (Abraham, 2005; Ranjit & Mahespriya, 2012; Varghese, 2013). It 

functions underneath 24x7 principle. Added to this, work in IT sector is project based and mostly performed 

either at the individual level or at team level. Clients in international destinations particularly in America and 

European countries, outsource giant chunk of their work with time deadlines to IT corporations in India. 

IT industry paved the means for transformation of the Indian economy and changed the perception of 

India within the worldwide economy. India's competitive advantage in value, that is three to four fold less 

costly than the U.S., keeps its distinctive merchandising position in the international sourcing market. Most 

of the ‘techies’ in  the sector work for over eight hours per day and forty eight hours per week. 

The industry is one amongst the key sectors powering the Kerala economy too. Kerala is one among the 

highest Indian states with large pool of technical graduates in information technology and engineering 

services. Majority of these graduates are employed in IT firms playing their jobs as software professionals.  

Occupational stress and its impact on job performance 

 According to Selye, stress is “the non specific response of the body to any demand made upon it” 

(Selye, 1976a, p.137). Stress refers to all the non specifically induced changes (Selye, 1976b) that may create 

physiological, mental and behavioural reactions within a biological system. According  to Ross and Altmeir 

(1994, p.1) “the term stress is so ubiquitous that it is used as a noun when we talk about being under stress, as 

a verb when events are stressing us and as an adjective, when we use the term - modern life has become 

stressful”. Thus, the concept of stress is “multidimensional and composite, including emotion and arousal” 

(Moal, 2007, p.3). Job stress is denoted as a mismatch between one’s aptitudes, capacities and demands of the 

job and needs supplied by the job environment (French, Rogers, & Cobb, 1974). Excessive demands are the 

product of individual’s interaction with the surroundings pinpointing that the individual isn't fully equipped 

to handle a selected scenario (Jamal & Baba, 2000) 

Software professionals are those agile technology workers functioning under dynamic technological 

environment, where the upgradations are so fast and unpredictable. Job/work/occupational stress is prevalent 

http://www.ijrar.org/


© 2018 IJRAR October 2018, Volume 5, Issue 4              www.ijrar.org  (E-ISSN 2348-1269, P- ISSN 2349-5138) 

 

IJRAR1904488 International Journal of Research and Analytical Reviews (IJRAR) www.ijrar.org 696 

 

among software professionals in varying degrees  (Ajala, 2011; Bhat, Shet, Nayanatara, & Ganaraja, 2014; 

Ganesan, Mahalakshmy, & Kalaiselvan, 2011; Gautami & Anupama, 2016; Kumar & Siddique, 2011; A. 

Misra, 2015). Review of literature showed that job stress is a growing concern (Altangerel, Ruimei, Elahi, & 

Dash, 2015; Bickford, 2005; Damle, 2012; Mirela & Madalina-Adriana, 2011; Ngomani, 2015) for workers 

in IT sector particularly those designated as software professionals. Job in IT sector is distinctive in the sense 

that it requires high level of cognitive and technical skills (Carayon, Schoepke, Hoonakker, Haims, & 

Brunette, 2006; Gallagher, Kaiser, Simon, Beath, & Goles, 2010; McMurtrey, Downey, Zeltmann, & 

Friedman, 2008; Young, 2012). As an extreme difficult space of labour requiring high level of technical 

skills, software professionals in the IT sector are exposed to several antecedents of stress like workload, time 

pressure, demand, role ambiguity, skill variety, role conflict, strained workplace relationships, responsibility 

towards the organization, keeping themselves updated with latest technological developments, job insecurity, 

unfair reward system etc. (Bamba, 2016; Ibrahim, 2013; Jalagat, 2017; Karunanithy & Ponnampalam, 2013; 

Lopes & Kachalia, 2016; Priya, 2016; Shahid, Latif, Sohail, & Ashraf, 1998; Varghese, 2013).  

Studies report wide variety of sources through which stress originates. These sources include intrinsic 

job stressors (Cooper & Marshall, 1976; Dua, 1994) namely workload (French & Caplan, 1972; Beehr & 

Newman, 1978; Hendrix, Spencer & Gibson, 1994; Ivancevich, Matteson, & Preston, 1982; Sutherland & 

Cooper, 2000), work pace (Kraan et al., 2014; O’Driscoll, Brough, Timms, & Sawang, 2010; Smith, Conway, 

& Karsh, 1999), long working hours (Dhar & Bhagat, 2008; Ibtisam, Gichinga, & Ahmed, 2015; Kavanagh, 

2005; Kumari, Joshy, & Pandey, 2014), shift work (Gerber, Hartmann, Brand, Holsboer-Trachsler, & Puhse, 

2010; Phillips, Magan, Gerhardstein, & Cecil, 1991), time pressure  Babu, Sathyanarayana, Ketharam, Kar, 

& Detels, 2015; Ganapathi, 2014; Parasuraman & Alutto, 1981; Iyer, 2011), repetitive work ( Babu, 2012; 

Guise, 1988; Johansson & Aronsson, 1984; Kornhauser, 1965; Mda, 2010), lack of autonomy ( Babu et al., 

2015; Hendrickson, 2007; Karasek & Theorell, 1990), poor working environment ( Dhar & Bhagat, 2008; 

Mazumdar,  Haloi, & Mazumdar,  2011; Routray & Satpathy, 2007; Siu, 2003), technological advancements 

(Almanae, 2015; Bickford, 2005; Saidel & Cour, 2003; Tarafdar, Tu, & Ragu-Nathan, 2010),  high level of 

skills, unchallenging work (Dhar & Bhagat, 2008; Mathi & Malathi, 2016), lack interest and aptitude (Priya, 

2016) and insufficient training (Krishnamurthy & Prabakaran, 2015; D. Menon, 2014; Sutherland & Cooper, 

2000; ).  

Other sources of stress in the organizational context include role stressors (Dobreva-Martinova, 

Villeneuve, Strickland, & Matheson, 2002; Sudershan, 2012; Whisler, 2014), career advancement aspects 

(David, 2014; Karunanithy & Ponnampalam, 2013; Rao & Chandraiah, 2012), job insecurity (Ashford, Lee, 

& Bobko, 1989; Rajeswari & Anantharaman, 2003; Tarafdar,  D’Arcy, Turel, & Gupta, 2015; Wilson, Larson, 

& Stone, 1993), fear of obsolescence (Amoako, Gyamfi, Emmanuel, & Batola, 2017; Culmer, 2012; 

Dwamena, 2012; Rajeswari & Anantharaman, 2003; Routray & Satpathy, 2007), frequent appraisals and 

evaluations (Agarwal, Narayanan & Jain, 2014; Bisht, 2010; Defrank & Ivancevich, 1998; Ross & Altmeir, 
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1994; Sethi, King & Quick, 2004), unreasonable rewards (Chandra & Sharma, 2010; Ali, Raheem, Nawaz, & 

Imamuddin, 2014; D. Menon, 2014), poor interpersonal relations (Kang & Singh, 2006; Keshavarz & 

Mohammadi, 2011; Yang et al., 2015) and work life conflict (Qureshi, 2006; Ram, Kurpad, & Swaminathan, 

2014). In addition organizational structure and climate (Cooper & Marshall, 1976; Kang & Singh, 2006; 

Parker & Decotiis, 1983), level of employment (Cope, 2003; Lee, Foo, & Cunningham, 1995; Marinaccio et 

al., 2013; Nydegger, 2011; Shah, 2003) and  personality characteristics (Patel, 1992; Robbins, 1993) such as 

locus of control (Chen & Silverthorne, 2008) and personality type (Batigun & Sahin, 2006; P. Menon & 

Natesan, 2012; Sivakumar, 2012) also have a bearing on the magnitude of stress confronted by employees. 

Job performance is defined as the execution of a particular activity, the attainment of which is to be 

appraised in terms of pre-defined benchmarks of accuracy, completeness, economy and speed (Bierbusse & 

Siesfeld, 1997). Job performance can be considered as “an activity in which an individual is able to accomplish 

successfully the task/goal assigned to him, subject to the normal constraint of the reasonable utilisation of 

available resources” (Jamal, 1984, p.2).  

Job stress is often described as closely associated with performance and have serious implications on 

individual and organizational performance. Stressed employees are most probably unhealthy, poorly 

motivated, less productive and less safe at work (Goswami, 2015; Lopes & Kachalia, 2016; Park, 2007). 

Sources of job stress contribute to reduced job satisfaction, reduced quality of labour, high worker’s turnover, 

absenteeism, reduced worker overall performance and reduced organizational performance. Too much stress 

is clearly evidenced by a substantial decline in performance and organizational effectiveness (Borucki, 1987; 

Welford, 1973). The relation of stress to job performance or the impact of occupational stress on performance 

is a topic of academic interest over the years. A negative relation between stress and performance was proved 

in various sectors of the society such as banking industry (Kakkos & Trivellas, 2011; Shahriari, Meyvand, 

Koolivand, & Maleki, 2013; Shaikh, Akram, Rizwan, Kousar, & Malik, 2013), hospital industry (Kazmi, 

Amjad, & Khan, 2008; Nabirye, 2010), hotel industry (Olaniyi, 2013), high tech industries (Hsieh, Huang, & 

Su,2004), business (Dar, Akmal, Naseem, & Khan, 2011) and educational sector (Riyadi, 2015; Suandi,  

Ismail, & Othman, 2014). The result of these studies highlight that too much work stress impairs job 

performance. However, some studies observed no impact of sources of job stress on job performance 

(Dissanayaka, 2014; Manderson, 2014; Manzoor, Awan , & Mariam, 2012). 

Research Gap and Objectives 

 Though there are plenty of literature that explored the sources of job stress and its impact on job 

performance in various sectors of the economy, similar studies among software professionals in the IT 

industry are scant in the literature  and no such study have been found to be undertaken in the State of Kerala 

in India. It is essential that the software companies and the government must understand how job stress 

impacts the performance of the professionals in the sector for taking adequate measures to reduce the ill effects 
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of stress. This study aims to fill the void in the literature by identifying which aspects of job stress impacts 

the performance of software professionals and hence the study is quite relevant and timely from the point of 

view of both academic and IT industry. The study attempts to address the following research question. What 

are the sources of job stress among software professionals in Kerala and whether these dimensions have effect 

on job performance. Based on the above research question, the specific objective of the study was to explore 

the sources of job stress and to assess the impact of these dimensions on job performance among software 

professionals in Kerala. 

Materials and Methods 

The study is empirical in nature and survey method has been used to collect primary data. Software 

professionals working in the IT sector of Kerala form the population of the study. The respondents were 

identified in different stages. As the first stage of sample selection, IT parks in Kerala set up by the government 

of Kerala such as Technopark (Trivandum - pioneering IT park in India), Infopark (Kochi) and Cyberpark 

(Kozhikode) were selected due to the concentration of IT companies in the area and they clearly portray the 

IT work environment and culture. So, as a second stage, 56 companies from Kerala, which were registered 

with NASSCOM as on 1st March 2017, having offices in the selected IT parks of Kerala were identified. Out 

of these 56 companies, 42 companies were selected by simple random sampling method. 

In the third stage, software professionals from these companies with minimum one year of experience 

were selected as samples. Employees less than one year of experience were excluded because “they may have 

additional stress on account of adjusting to a new firm, working fulltime after being a student etc. and they 

may not have adequate exposure to the software development process” (Rajeswari & Anantharaman, 2003). 

Thus a total of 1,150 questionnaires were distributed and 438 usable responses were received. The 

questionnaire was pilot tested on 51 respondents.  

Measurement of Sources of Job Stress and Performance 

An exploratory qualitative study was made among 25 software professionals in Kerala to gain 

insights about the key dimensions of sources of job stress. Professionals evaluated various dimensions framed 

on the basis of extensive literature review. Based on the review of literature and qualitative study, 34 items 

were finally identified to measure the sources of job stress among software professionals in Kerala and they 

are exhibited in Table 1. The responses were observed on a five point Likert scale from “Strongly Agree” (5) 

to “Strongly Disagree’’.  

 Table 1  Measures on Sources of Job Stress 

Code Items 

SS1 On account of  heavy workload I have to work overtime rather than the normal working hours 

SS2 I feel pressure to a certain extent due to heavy workload 
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SS3 I have to struggle hard to complete the assigned tasks as per specifications 

SS4 I do not have enough time to complete the assigned tasks 

SS5 Serving  clients in different time zones  increase my  time pressure 

SS6 I am confused as to what new technology to learn and not to learn 

SS7 My current knowledge and skills will be outdated in the near future 

SS8 I am concerned about the present retrenchment policies of the company 

SS9 I am afraid of compulsory layoff from my company at any time 

SS10 There is a  possibility in my company to replace an experienced   professional hand  with a  fresh professional as 
a cost reduction strategy 

SS11 Communication gaps and chaos hinder better work relations 

SS12 Unclear and changing client requirements create unhealthy relation with them 

SS13 Frequent modifications as per changing client requirements cause a lot of hardships in the relationship 

SS14 I have a clear idea regarding how the work is to be done  ** 

SS15 I know exactly what is expected of me  ** 

SS16 Explanation is clear about what has to be done in my job  ** 

SS17 I do not get enough time to spend with my family members 

SS18 I am not able to switch off at home 

SS19 My job makes it difficult for me to enjoy free time outside work 

SS20 I have no time for my hobbies/personal interests 

SS21 My work demands high level of logical skills and expertise 

SS22 My job requires continuous guidance, monitoring and evaluation 

SS23 I have to exert  greater level of attentiveness and patience every moment 

SS24 My job compels me to work fast 

SS25 I do not get enough appreciation on a work well done 

SS26 Prospects for promotion and career growth are not clearly defined within the organization 

SS27 There are no standardised procedures in the company to evaluate employee performance 

SS28 
Rivalries and lack of trust among professionals hinder career growth and development 
 

SS20 Promotions are based on irrational considerations other than performance 

SS30 My pay is poor compared to those of people in other companies with similar qualifications 

SS31 I am not fairly rewarded according to my performance 

SS32 Bonuses and allowances are insufficient to meet my needs 

SS33 I will be given a fair hearing when I appeal  ** 

SS34 The management takes prudent action upon grievances reported  ** 

**Reverse coded statements 

Performance is a multidimensional construct which forms organizational goal directed behaviours and 

actions (Mccloy, Campbell, & Cudeck, 1994). So, multi item measures were used to capture the job 

performance of software professionals in Kerala. The employee performance is examined in terms of overall 

performance measured through 30 items captured on a five point Likert scale from “Strongly Agree”(5) to 

“Strongly Disagree” (1) as given in Table 2. 
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Table 2  Measures of Job Performance 

Code Items 

JP1 I work overtime to complete my projects 

JP2 I acquire new skills and update myself to the latest developments in Technology 

JP3 I exhibit punctuality on all job related matters 

JP4 I work closely with others in doing in my work 

JP5 I voluntarily help new employees to settle in their jobs 

JP6 My office hours are not wasted in loose talks 

JP7 I do not take unnecessary off from work 

JP8 I do not take undeserved work breaks 

JP9 I am able to follow a methodical approach in understanding and solving problems 

JP10 Prior intimation is given to authorities on absence 

JP11 Work done by me is usually free from errors 

JP12 I have never been asked to redo the work 

JP13 I complete the work within the stipulated time  

JP14 Often I fail to attain my targets ** 

JP15 I am able to get promotions/ salary hike based on my work performance 

JP16 I perform the assigned tasks to the best of my abilities 

JP17 My response to client requirements is quick 

JP18 I am able to understand the specific project demands very fast 

JP19 I am able to work with and manage different groups/clients simultaneously 

JP20 I am able to win the confidence of my higher ups to discharge whatever tasks assigned 
 to me 

JP21 I am confident to perform any tasks related to my job 

JP22 Once the task is assigned, I will perform it without being asked to do 

JP23 I always handle tasks with proficiency 

JP24 I always apply the best methods for doing work 

JP25 I sacrifice important part of my work due to schedule pressure  ** 

JP26 I put forward new ideas and suggestions for improving team performance 

JP27 I have never given any excuse in the execution of assigned tasks 

JP28 I am updated with new developments in technology to execute any assigned task 

JP29 I am able to create solutions which are elegant and simple 

JP30 I am able to get top scores on my performance feedback 

** Reverse coded statements 

Sample Profile  

Out of the total sample of 438, 62 per cent were males and 38 per cent were females. This is consistent 

with the findings of past studies (Abraham, 2005, M. A. Prasad, et al., 2014; Ramesh, Joseph, Kiran, Kurian 

& Babu, 2016; Rashidi & Jalbani, 2009) that males constitute more than ½ of the workforce in the sector. 

Representation of unmarried and married employees were 51 and 49 per cent respectively. 42 per cent of the 

employees fall in the age group 26 - 30 years. 23 per cent have below 25 years of age and remaining 35 per 

cent are of above 30 years of age. Consistent with the findings of Babu et al. (2015) and Ramesh et al. (2016), 
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the present study also found that large portion of software employees fall in 26 - 30 years of age.  Graduates 

account for 58 per cent and postgraduates, 42 per cent. Around 70 per cent earn a monthly income up to 

Rs.50,000.  

Analysis on work characteristics indicates that majority of the professionals are from large (above 500 

employees) and medium sized companies (100-500 employees). Respondents from small companies account 

for only 19 per cent (below 100 employees). Half of the respondents perform middle level software jobs. 

Above 70 per cent, work for more than 8 to 10 hours. Finding of the study corroborates the findings of Bastian 

and Vivekanandan (2014) that most of the software professionals work for more than 8 hours per day. Besides, 

more than 70 per cent have experience up to 3 and > 3 - 6 years.  Very few are working in the 

company/industry over a period of 9 years.  

Exploratory Factor Analysis 

Exploratory factor analysis using principal component analysis (PCA) was performed with the 

stipulation that the eigen value of each generated factor is more than1. EFA was conducted on 34 measures 

of sources of job stress and 30 measures of job performance. Correlation matrix assessed the suitability of the 

data for factor analysis, and found enough correlation between the measures. The Kaiser-Meyer-Oklin value 

reached 0.891 (sources of job stress) and 0.913 (job performance), which was considered meritorious 

according to Kaiser. The significance level of Barlett’s test of sphericity was extremely small (0.000), 

supporting the factorability of the correlation matrix. Communalities of the 34 measures on sources of job 

stress ranged from 0.511 to 0.722 and 30 measures of job performance, from 0.502 to 0.714. 

 As presented in Table 3, PCA revealed the presence of 11 components for the sources of job stress 

that altogether explained 56.97% of the variance. After compressing the data to eleven components, Varimax 

rotation was performed and the rotated factors with their item constituents and factor loadings are also given 

in Table 2. Each of the eleven factors were suitably labelled based on the characteristics of the composing 

measures.  

Table 3 Rotated Component Matrixa - Sources of Job Stress 

Dimensions Code Mean SD Factor 
loadings 

Eigen 
Value 

Cronbach’s 
Alpha 

Appraisal and 
Promotion Issues 

SS25 3.14 1.11 0.594 

9.07 0.807 

SS26 3.27 1.08 0.621 

SS27 3.12 1.15 0.669 

SS28 3.25 1.04 0.684 

SS29 3.08 1.04 0.569 

Work life collision 
SS17 3.20 1.16 0.676 

3.08 0.835 
SS18 3.20 1.11 0.624 
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SS19 3.21 1.17 0.641 

SS20 3.09 1.17 0.648 

Workload 

SS1 3.88 1.05 0.700 

2.44 0.719 SS2 3.64 1.13 0.744 

SS3 4.10 0.85 0.540 

Cognitive and other 
demands 

SS21 4.27 0.73 0.711 

1.96 0.753 
SS22 4.16 0.84 0.735 

SS23 4.14 0.73 0.658 

SS24 4.01 0.84 0.604 

Job insecurity 

SS8 3.50 0.95 0.753 

1.67 0.699 SS19 3.18 1.13 0.764 

SS10 3.36 1.14 0.622 

Strained relations 

SS11 3.96 0.94 0.580 

1.45 0.682 SS12 3.66 1.06 0.805 

SS13 3.82 0.95 0.793 

Role ambiguity 

SS14 3.86 0.80 0.805 

1.39 0.727 SS15 3.89 0.82 0.830 

SS16 3.63 0.91 0.724 

Fear of obsolescence 
SS6 3.43 1.08 0.656 

1.29 0.667 
SS7 3.43 1.14 0.610 

Salary and Rewards 

SS30 3.43 1.09 0.729 

1.19 0.773 SS31 3.34 1.05 0.764 

SS32 3.50 1.11 0.701 

Grievance redressal 
mechanism 

SS33 3.38 0.89 0.617 
1.08 0.756 

SS34 3.37 0.89 0.584 

Time pressure 
SS4 3.36 1.02 0.548 

1.03 0.697 
SS5 3.42 1.03 0.632 

 

EFA using PFA was performed on 30 measures of job performance which altogether explained 

57.56% of the variance. Rotation revealed the presence of eight components. After reducing the data to eight 

components, Varimax rotation was performed and the rotated factors and their item constituents which were 

suitably labelled based on the characteristics of the composing measures are given in Table 4.  

Table 4  Descriptive Statistics on Constructs of Job Performance 

Factor label Items 
Mean 
Values 

SD 
Eigen 

Values 

Cronbach’s 

Alpha 

Work Efficiency  
JP17, JP18,JP19, 

JP20,JP21,JP27 3.79 0.55 9.45 0.798 

Personal Resourcefulness  JP23,JP24, 3.79 0.56 1.93 0.781 
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JP26,JP28, JP29 

Self Reported Responsibility 
JP5,JP7,JP8, 

JP10,JP16,JP22 3.91 0.56 1.65 0.735 

Timeliness  JP3, JP6, JP9 3.77 0.62 1.34 0.717 

Output Quality  JP11,JP12,JP13 3.58 0.66 1.29 0.745 

Result Orientation  JP1,JP2, JP4 3.88 0.63 1.22 0.725 

Professional Competence  JP14, JP25 3.05 0.79 1.09 0.689 

Performance Feedback  JP15, JP30 3.52 0.74 1.01 0.692 

Overall Job Performance 30 3.80 0.42 9.45 0.901 

 

In the study, Cronbach’s coefficient of alpha for all factors on sources of job stress except time 

pressure, fear of obsolescence, job insecurity and strained relations are well above 0.70 and the alpha 

coefficient of time pressure (0.697), fear of obsolescence (0.667), job insecurity (0.699) and strained relations 

(0.682) is much higher than 0.60 (Hair, Black, Babin, & Anderson, 2015) and is very close to the required 

minimum of 0.70 (Nunnally, 1978). As regards job performance is considered, alpha coefficients for work 

efficiency, personal resourcefulness, self reported responsibility, timeliness, output quality and result 

orientation are much higher than 0.70, the norm fixed by Nunnally (1978). However, in respect of professional 

competence (0.689) and performance feedback (0.692), the values are just below 0.70. Eventhough it is less 

than 0.70, it is very close to 0.70 and much higher than 0.60 as indicated by Hair et al. (2015), Loewenthal 

(2001) and Sekaran (2003). Reliability score of overall job performance is 0.901.  

Regression Analysis  

Stepwise multiple regression analysis is performed to assess the degree of impact of various sources 

of job stress (predictor variables) on job performance (dependant variable). Multi-collinearity is indicated 

when Tolerance value is below 0.20 and VIF is more than 5 in a regression model. Tolerance value ranges 

from 0.816 to 0.952 and VIF from 1.096 to 1.226 for all the predictor variables. Therefore, there is no reported 

problem of collinearity. Auto correlation is calculated using Durbin-Watson test. As the value lies between 

1.5 and 2.5, there is no autocorrelation between the variables and are found to be independent observations. 

Summary of the multiple regression analysis along with R2 and adjusted R2 values are indicated in Table 5. 

Table 5 

Results of Regression Model 

 

Model 

 

R2 
Adjusted 

R2 
Beta(β) t-value Sig. 

Collinearity 

Statistics Tolerance VIF 

(Constant) 

0.487 0.237 

 14.99 0.000*   

Role Ambiguity -0.456 -10.58 0.000* 0.952 1.050 

Salary and Rewards -0.123 -2.67 0.008* 0.842 1.118 

Fear of Obsolescence -0.110 -2.36 0.019* 0.816 1.226 

Workload -0.102 -2.32 0.021* 0.912 1.096 

http://www.ijrar.org/


© 2018 IJRAR October 2018, Volume 5, Issue 4              www.ijrar.org  (E-ISSN 2348-1269, P- ISSN 2349-5138) 

 

IJRAR1904488 International Journal of Research and Analytical Reviews (IJRAR) www.ijrar.org 704 

 

Predictors (constant): RA, SaR, FO and WL                Dependent Variable: Job Performance 

(*Significance at 5 per cent level) 

 As per Table 5, R value is 0.487. R2 value is 0.237 and the adjusted R2 value is 0.230. Adjusted 

R2 score indicates the per cent of total variation explained by all the predictor variables. β value for Role 

ambiguity -0.456 (t = -10.58), Salary and rewards -0.125 (t = -2.67), Fear of obsolescence -0.110 (t = -2.36) 

and Workload -0.102 (t = -2.32) are significant at 5 per cent level (p < 0.05). In respect of other eight sources 

of job stress such as appraisal and promotion issues, work-life collision, job insecurity, time pressure, strained 

relations, cognitive and other demands and grievance redressal mechanism,  t-values are not significant at 5 

per cent significance level (p > 0.05). The impact of sources of job stress on the overall job performance of 

software professionals in Kerala is given in Figure 1. 

Figure 1 

Impact of Sources of Job Stress on Job Performance 

 

 

                                                           -0.456 

                                                       -0.123 

                                                      -0.110      

                                                         -0.102 

                                                                                                                                          

 

Discussions and Managerial Implications 

Out of the eleven sources of job stress, four sources of job stress were emerged as the predictors of 

job performance. Considering the impact of each of the predictor variables on job performance, β is highest 

for role ambiguity (-0.456). Therefore it is emerged as the strongest predictor of job performance followed by 

salary and rewards, fear of obsolescence and workload. All these sources of job stress have significant 

negative impact on job performance of software professionals in Kerala. This calls for the need to pay special 

attention to these four dimensions of job stress. As a way to enhance the job performance of software 

professionals, efforts should be made to reduce the extent of these sources of job stress as far as possible. 

Clear definition of the roles and due delegation of authority for executing the same may help to reduce 

role ambiguity. There should be proper flow of information from the senior level to the middle and lower 

levels. Changes in client requirements and specifications should be communicated in time. If the work is of 

sequential in nature, there should also be clarity on what one should do in the absence of the other professional 

Fear of Obsolescence 

                                                                                                         

Role Ambiguity 

Workload 

 

 

Salary and Rewards 

Job Performance 
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without delaying the completion time. It is a fact that global economic recession slowed down the IT industry 

and that companies are following the strategy of cost advantage. This advantage is usually attained by cutting 

down employee benefits or through implementing new retrenchment policies. Even though performance based 

appraisal systems are practiced by many companies, appraisals may be either biased or not systematic. Proper 

monitoring should be made at all levels to ensure that the professionals are not exploited and are given 

reasonable salary and other emoluments. A minimum pay scale and payment structure should be developed 

for the entire IT industry considering mode of operations, size of the company and its profitability. Profit 

sharing and stock option schemes can be efficiently implemented along with the performance based appraisal 

system.  

Fear of obsolescence negatively impacts job performance. Companies provide induction or orientation 

training at the start of one’s career. After that it is the responsibility of the employee to acquire additional 

talents. Skill sets vary from project to project. They are confused about what technology to learn and not to 

learn. So, they should be given proper guidance for the timely acquisition of skills and the proper development 

of the skills. Assignment of tasks in accordance with the tastes and talents of the employees will make them 

proficient in that area. Moreover, job enrichment by changing the job content and providing challenging tasks 

and opportunities to the professionals at middle and entry levels with added responsibilities help in eliminating 

the fear of obsolescence.    

Workload is also found to have a negative impact on job performance. There is a possibility that 

neurological capabilities such as concentration, reflex actions, speed and tolerance level declines with increase 

in age. So age can be considered as a decisive factor while assigning duties.  Relaxation programmes such as 

indoor and outdoor games, yoga and meditation can be recommended to the employees. Further, strict 

measures should be taken to ensure that the employees are not working for more than 8 hours per day. The 

industry is out of the purview of the Factories Act. Policies should be implemented by the government to 

ensure that no one works for more than more than 8 hours per day even on compulsion. Authorities may even 

think about developing a separate Act catering to the IT Industry for safeguarding the interests of employees. 

They should be provided with sufficient work breaks and off days. Short breaks after every 2 hours of working, 

off days after completion of each stage of the project may also be tried to reduce stress and enhance 

performance. 

Limitations and scope for further research 

 The study focused on those companies situated at Infopark, Technopark and Cyberpark which were 

registered with NASSCOM and was confined to software professionals alone. Other areas in the IT industry 

and companies outside the three technology parks have been excluded from the study. Therefore, special care 

should be taken while generalising the findings of the study. The low R square reported by the current research 

to predict job performance represents an important limitation. Hence, there is a need to search for additional 
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measures and constructs that will improve the predictive power of the model. The study was more qualitative 

in nature. Additional research efforts are needed to evaluate the performance of software professionals 

quantitatively which would improve the validity of the findings. 

Future research can be made to replicate the present study in the entire IT industry incorporating the 

ITeS and Hardware sector also. A holistic study of IT companies in Kerala can also be made by selecting 

employees from various IT companies all over Kerala and there is a scope for comparative study among 

professionals working at technology parks and outside. It is also possible to make a study of similar type 

among professionals from Kerala who work abroad, to understand the influence of culture and the impact of 

global economic trends on job stress and employee performance in IT industry. The impact of each of the 

sources of job stress on each of the dimensions of job performance can be thought of.  

Concluding remarks 

The study explored the sources of job stress among software professionals in Kerala and found that 

the job performance of the software professionals is dependent on role ambiguity, salary and rewards, fear of 

obsolescence and workload. Recent study reports focus on the aggravating problem of occupational stress 

among the professionals. In this situation, IT companies cannot afford to under estimate the importance of 

keeping an eye on these dimensions of job stress in an attempt to enhance individual and organizational 

performance. If it happens so, it will be a great curse to the Indian economy in terms of the overall investment 

and return from the blue chip sector, ‘IT sector’. 
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Abstract 

One of the dominant problems facing by almost all organizations presently is how to 

motivate their employees for the better productivity and accelerating prosperity through a 

constant level of work satisfaction. The purpose of this study is to identify the relationship 

between college working culture and organizational commitment. The study focused on 

twenty self-financing colleges in Kerala. 115 teachers were randomly selected to be the 

respondents where they were asked to complete the questionnaire to test the collegiate 

culture while Organizational Commitment (OC) (Meyer &Allen, 1990) to examine teachers 

‘commitment. The factors which are apparent on the overdue of job satisfaction can be 

differentiated in to two categories: Professional commitment and environmental factors. To 

test the college working culture and organizational commitment, statistical methods, 

descriptive and inferential statistics were used. This paper aims on all of these dimensions 

and trying to discover the association between these factors with employee job satisfaction 

among self-financing college teachers. 

Keywords: College working culture, Organizational commitment, Job satisfaction 

1. Introduction  

Many researchers perceived a different variable which has been mentioned several 

dimensions of job satisfaction and commitment. We know, every organization wants to 

recognize the job satisfaction of their employees and the subsidizing variables associated 
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with that. Institutional culture, workers satisfaction, workers commitment are certain 

important variables that must be identified in order to evaluate how culture affects the overall 

performance of organization and employees well-being. The development and maintenance 

of job culture had derived through leadership. Proper maintenance of code of conduct 

regarding employment leads to employee’s commitment. Successful organizational change 

can be possible only through an influential job satisfaction. 

1.1 Objectives 

The objectives of the study are as follows; 

1) To identify college work culture dimensions of self-financing colleges in Kerala.  

2) To identify the relationship between professional commitment and environmental factors 

(College work culture) towards job satisfaction.  

 

2. LITERATURE SURVEY 

Many researchers have been pointed different views about job satisfaction and 

professional commitment. In other words, (Schneider, 1970) described that when the 

objective of the organization and employees of the organization are mutually participated or 

congruent, emotional commitment occurs. So emotional commitment characterizes a state in 

which an employee identifies with a particular organization and their aims, and gathering its 

membership in order to facilitate these goals (Spector, 1997)demonstrated, in an 

organizational behavior job satisfaction is the most prominent investigated variable. 

According to EngIhardt, V (1973) observed that, teachers‟ job satisfaction diminutions as 

the size of the work load and class increases. Satisfaction also has a direct association to the 

superior attention and apprehension to the teaching staff. 

Fledvebel & Andrews (1998) discovered the relationship between the organizational 

climate and student accomplishment and found a positive and significant relationship 

between the two. On the other hand, Kallestad Dan (1999) explored functional issues 

connected to educational climate. According to him collegial communication, orientation to 

change and teacher stimulus over classroom practices were the three factors that affected 

organizational climate. 
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(Morrow 1983) observed the relationship between organisational climate and 

organisational commitment are specified that organisational climate has a significant and 

positive relationship with employee’s organisational commitment. Porter, Steer, Mowday 

and Boulian (1974) detected that employees highly committed to an organisation were 

willing to devote a great amount of their energy and persuaded to remain with the 

organisation. 

Angle & Perry (1981) identified that organisational commitment was positively associated 

to some measurements of organisational outcomes such as organisational adaptability, 

turnover and tardiness rate. On the other hand, Welsch & Lavan (1981) stated that 

organisational commitment is an essential behavioral dimension which can be used to 

appraise the strength of an employee’s affection to his organisation. According to Amsa 

(1982) establish that individuals performed well and shown commitment only when an 

employee’s expectations from his job are reasonably fulfilled by the organisation. 

Balaji (1984) reported that managers at the higher levels of the organisational 

hierarchy were more committed to their organisation than those at the lower levels. In the 

words of Oliver (1984) revealed that the founder members of the co-operatives in Scotland 

showed significantly higher organisational commitment, involvement and loyalty than other 

members. 

3. RESEARCH DESIGN 

Since this study involved a huge number of respondents therefore Stratified random sampling 

was appropriate for mixed populations because this method could reduce the sample error, 

decrease variants, and give correct assumptions (Gorard, 2001). Size Determinant Table for 

educational research activities built by (Krejcie and Morgan 1970) was used to determine 

the research sample and 115 teachers chosen from among several self-financing colleges 

through simple random sampling were used as research sample. A- Part consisted of 

teacher’s personal information such as gender, marital status, age, specialized group, years of 

teaching experience and years of teaching in the college and educational qualification. Part- 

B involved 4 college working culture dimensions which contained 10 to 11 items for each 

dimension (Psychological relationship (1-11), Behavioral system (12-21), Cognitive aims 

(22-31), internal systems (32-42) and five options were given; Never, Rarely, Sometimes, 
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Often, Always . Section C dealt with teachers’ commitment which involved 25 items based 

on Organizational Commitment (5 Likert scale was given; 1= Strongly Disagree, 2= 

Disagree, 3= Neutral, 4= Agree and 5= Strongly Agree). 

3.1 Data Collection 

The researcher distributes the research instrument to college teachers in twenty self-financing 

colleges in Kerala. The respondents were given two weeks for complete the questionnaire. 

Data collected was analysed by using SPSS (Statistical Package for Social Science) version 

19. 0. To describe sample characteristics and college working culture dimensions, frequency, 

average, standard deviation, and percentage were used. Spearman Correlation test were used 

to identify the relationship between college culture and teachers’ commitment. 

 

3.2 Research Model developed based on literature survey 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig: 1 Research Model 

4. RESULTS 

4.1 Demographic Information 

Psychological 

relationship 

Behavioural 

Systems 

Cognitive 

Aims 

Internal 

Systems 

Professional 

Commitment 

JASC: Journal of Applied Science and Computations

Volume 5, Issue 11, November/2018

ISSN NO: 1076-5131

Page No:509



Descriptive analysis was used to explain the respondents’ information in terms of gender and 

marital status. Based on Table 1, there were 12 male teachers (10. 43%) and 103 female 

teachers (89. 56%) involved. 

 

 

Table1. Respondents’ distribution based on gender 

 

Gender No. of Respondents Percentage (%) 

Male 

Female 

12 

103 

10.43 

89.56 

Total 115 100.00 

 

Table 2 shows the mean result of the overall culture which is 3. 31. Psychological 

relationship has the highest mean value which is 3. 38. The mean for other dimensions are 

high; with Human relationship (3. 38) the highest, Behavioral system (3. 12), Cognitive aims 

(3. 05), Internal process (3.32). 

 

Table2. Mean and Standard Deviation for school culture 

College Working Culture Dimensions  Mean SD 

Psychological relationship                                                                3.38                                 0.40 

Behavioral system                                                                             3.12                                 0.26 

Cognitive aims                                                                                  3.05                                 0.34 

Internal systems                                                                                3.32                                 0.63 

Overall                                                                                     3.31                              0.42 

 

4.2 Hypothesis Testing 

H01: There is no significant relationship between school culture and teachers’ commitment. 

Based on Table 4, the correlation analysis using Spearman test finding showed 

positive significant relationship between college culture and teachers’ commitment (r 

= . 501, p<. 05). This result rejected Ho1. The analysis finding showed that a high 

practice of college culture will result in high level of teachers’ commitment. The 
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correlation value between college culture and teachers’ commitment was averagely 

high. 

Table 4: Spearman Correlation - college culture and teachers’ commitment  

Variables 
Teachers Commitment 

Correlation Value (r) Significant 

College Culture            0.501** .000 

 

Table: 5 Correlation Analysis 

Hypotheses Hypotheses Statements Method of 

Testing 

Correlation 

Value 

Test Findings 

H02 There is no significant relationship 
between Psychological relationship 
dimension and teachers’ commitment 
at self-financing colleges in Kerala. 

Spearman 

correlation 

.996 Rejected 

H04 There is no significant relationship 
between behavioral system dimension 
and teachers’ commitment at self-
financing colleges in Kerala 

Spearman 

correlation 

.498 Rejected 

H05 There is no significant relationship 
between cognitive aims dimension and 
teachers’ commitment at self-
financing colleges in Kerala 

Spearman 

correlation 

.500 Rejected 

H06 There is no significant relationship 
between internal systems dimension 
and teachers’ commitment at self-
financing colleges in Kerala 

Spearman 

correlation 

.500 Rejected 

 Note: P≤0.05 

Correlation analysis result using Spearman test in Table 5 showed positive significant 

relationship between Psychological relationship dimension and teachers’ commitment (r = . 996, 

p<. 05) statistically. This result failed to accept Ho2. The high positive relationship showed 

that a high level of human relationship was able to increase the level of teachers’ 

commitment and vice versa. The relationship between behavioural system dimension and 

teachers’ commitment was also positive and significant (r = .498, p<. 05) which also rejected 

Ho3. The result showed that high level of behavioural system practice resulted in high level of 

teachers’ commitment and vice versa. Similarly with Ho4, there was positive significant 

relationship between cognitive aims and teachers’ commitment (r =. 500, p>. 05) which 
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failed to accept Ho4. With this, there was an averagely high relationship between both 

variables. The positive significant relationship showed that high cognitive aims brought 

about high teachers’ commitment. Finally, the result for Ho5 was also significantly positive 

(r =. 500, p<. 05) which showed an averagely high positive relationship between internal 

systems dimension and teachers’ commitment. This result failed to accept Ho5. The positive 

significant relationship showed that an effective internal system resulted in high teachers’ 

commitment and vice versa. Overall, psychological relationship dimension showed a high 

correlation value r =. 996 compared to other dimensions which gained r value, r = .498. 

5. DISCUSSION 

This study was aims to find out the relation between college work culture and its professional 

commitment towards job satisfaction. There are four college culture dimensions namely 

psychological relationship, behavioural system, cognitive aims and internal systems in this 

study. Overall, the mean score for all the four dimensions were high which exceeded 4 in the 

5 Likert scale. The result finding showed that psychological relationship dimension is the 

dominant culture in self-financing colleges in Kerala with the mean value of 3.38. 

 Small size colleges can produce good working culture and which will produce a high 

quality educational output. This happened due to the healthy relationship of teachers towards 

parents of their students. Small size institution could monitor their children individually. 

Overall performance of the students can evaluate as per academic scaling. 

 Colleges with high culture practice will increase the level of teaching and professional 

commitment along with this will lead to job satisfaction and vice versa. Colleges in Kerala 

practices more importance for academic excellence than other cognitive aims of the 

institution. The findings of the study revealed that psychological relationship dimension is 

the most dominant college culture. So the parental oriented programs along with academic 

strategies must be introduced and this will accelerate the professional commitment of the 

teachers in the self-financing colleges in Kerala. 

REFERENCES 

Schneider, B. (1970). Evolution of the study and practice of personality at work. Wiley Inter 

Science, 46(4), 583–610. https://doi.org/10.1002/hrm 

Spector, P. E. (1997). Job Satisfaction. In: Application, Assessment Causes and 

JASC: Journal of Applied Science and Computations

Volume 5, Issue 11, November/2018

ISSN NO: 1076-5131

Page No:512



Consequences. Sage, London. 

Engel hardt, V. (1973) Teachers Job Satisfaction in Schools of Different Levels,Journal of 

Psychology in Enziehung and Untirricht, (in), PsychologicalAbstracts, 52, 1974. 

 

Kallestad, Dan & Alsaker, F. (1999) School Climate Reports from NorwegianTeachers: A 

Methodological and Substantive Study, School effectivenessand school improvement, 9 (1) 

70-94. 

Amsa P. (1982) Work-role Commitment of Industrial Employees: A ProcessModel, Thesis, 

Dept. of Humanities and Social Sciences, Indian Instituteof Technology, Bombay. 

 

Balaji, C. (1984) Organisational Commitment and HRM: A Study of Managersin 

Cooperatives, Unpublished Thesis, IIMA, Ahmedabad. 

 

Oliver, N. (1984) An Examination of Organisational Commitment in Six Workers Co-

operative Scotland, Human Relations, 37 (1), Pp 29-45. 

 

Angle, H. L., and Perry, J. L. (1981) An Empirical Assessment of Organisational 

Commitment and Organisational Effectiveness, Administrative ScienceQuarterly, 26(1), 

Pp.1-14. 

 

Mowday, R. T., Steers, R. M. & Porter, L.W. (1979) The measurement of Organisational 

Commitment, Journal of Vocational Behaviour, 14, Pp.224-247. 

 
Morrow, P. C. & Mcelroy, J. C. (1983) Work Commitment and Job Satisfactionover Three 

Career Stages, Journal of Vocational Behaviour, 30, Pp. 40-56. 

 
Gorard, S. (2001). Quantitative methods in educational research: The role of numbers made 

easy. London: Continuum. 

 

Krejcie, R. V. dan Morgan, D. W. (1970). Determining sample size for research education 

and psychological measurement. Educationand Psychological Measurement, 3, 607-610. 

JASC: Journal of Applied Science and Computations

Volume 5, Issue 11, November/2018

ISSN NO: 1076-5131

Page No:513



An Empirical Study on the Level of Job Stress among Bank 

Employees in Kerala 

Dr. GANGADATHAN NAIR. D 

Associate Professor and Head, PG Department of Commerce, SVR NSS College, Vazhoor, 
Kerala- 686504 

Dr. GIREESH KUMAR G. S 

gireeshkartha@gmail.com 

Principal, Henry Baker College, Melukavu, Melukavumattom P.O, Kottayam (Dist), 
Kerala-686652 

Abstract & Keywords 

Job stress has become a major concern of the modern times as it can cause harm to 

employees’ health and performance. Although a degree of stress may clearly be beneficial in 

providing stimulation and creating energy, thus increasing both productivity and efficiency, it is 

believed that this is too often used even to justify poor or inappropriate management practices. 

Work-related stress is a serious and growing problem in the industrial as well as service domain 

and is regarded as a significant health and safety issue. If the pressure of work is too heavy or is 

prolonged and the individual finds himself unable, to cope successfully, the physical and mental 

reactions, collectively known as ‘stress’ will arise. Such reactions become manifest in a wide 

variety of illnesses and behavior disorders. An assessment of the level of stress is highly 

instrumental to delve into the myriad causes of stress and diagnose the probable effects of stress - 

both physical and psychological. Level of stress or magnitude of stress is measured on the basis 

of psychological effect, on a five- point rating scale. It is proved that there is dependence 

between level of stress and gender, employment status, and work load. Gender-wise, males and 

employment status- wise, officers and managers, experienced comparatively higher levels of 

stress. There is clear dependence between workload and stress and the stress progresses with 

every increase in effective working hours. Whilst, the level of stress is independent of variables, 

type of bank, location of the bank, marital status, age, educational qualification and length of 

service.    

Keywords: Stress, Occupational Stress, Burnout, Work-life Balance, Psychological effect 
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Introduction 

The rapid and striking policy changes after liberalization, privatization and globalization 

since 1990s has brought significant impact in the functioning of commercial banks in India. De-

regulated and competitive environment exert severe pressure on business share, interest spread 

and financial health. The customers’ expectations and demands have also undergone radical 

change due to the entry of new generation banks that have started offering variety of value added 

services with focus on door steps delivery and that too round the clock. Banks are innovating 

new products, offering 7 days a week to 24 hours banking, introducing new delivery channels 

and devising new ways and means to cut the costs, to overcome delays and to offer services at 

competitive rates. They are becoming more and more professional in their approach by 

complying with international banking standards in the area of risk management, capital 

adequacy, loan loose provisions, assets quality and corporate governance. Business alliance with 

other players in the financial sector is a strategically initiative for survival and growth of banks. 

The advent of technological changes, especially extensive use of computers in the sector has 

changed the work pattern of employees and has made it inevitable to downsize the workforce in 

the sector. All the factors discussed above are prospective attributes to cause occupational stress 

and related disorders among the employees. 

Level of stress indicates the degree of stress experienced by a person at workplace. 

Assessment of level of stress is utmost significant in gauging into the probable causes and 

consequences on various aspects of work life. The best way to quantify the magnitude of stress is 

on the basis of its consequences on individuals. Therefore, consequences of stress are measured 

in terms of both physical and psychological effects. The level of stress confronted by an 

employee is assessed on the basis of psychological effect of stress as it is more apt and relevant. 

There are 15 elements which fall under psycho-effect of stress covered under the study. The 

effect is measured on a five point Likert scale ranging from 1(Strongly disagree) to 5(Strongly 

agree). Reverse scaling is done in the case of negative statements where a score of 5 for to 

strongly disagree and 1 for strongly agree. The scores are collected summated, averaged and 

compared across different groups to draw meaningful conclusions.  
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Literature Review 

Sen.P.C(1981) in his work “A study of personal and organizational correlates of role stress and 

coping strategies in some public sector banks” investigated the main role stress experienced by 

employees in banks at different levels and coping strategies adopted by them. 

Bhatnagar.D and Bose K. (1985) studied “Organizational role stress among branch managers” 

of a banking organization to understand the relative strength of different stressors for bank 

managers on the assumption that” branches “form the backbone  of a bank and its role 

incumbents are simultaneously subjected to internal, organizational and environmental stresses. 

Umasekaran(1989) in a study titled “Paths to the job satisfaction of bank employees” 

investigated casual connections among job characteristics, sense of competence(SOC), job 

involvement(JI) and job satisfaction(JS) using 267 bank employees. In a study “Occupational 

stress: field dependence-independence and job level in banking organizations” conducted by 

Herode, R.D and Palnitkar. A (1987), a sample of 100 officers and 100 clerks were 

used.Chaudhary. A (1990) in his study titled “A study of relationship between job satisfaction 

and role stress of bank officers” examined the relationship between role stress and job 

satisfaction among bank officers. Rajeswari.T.R (1992) in her research work “Employees stress: 

A study with reference to bank employees” found that structured rigidity and poor physical 

working condition are sources of stress. This study was conducted among 34 officers and 79 

clerks from five nationalised  banks.   Mina Westman and Ramat-Aviv program (1992) in 

their study “Moderating effect of decision latitude on stress-strain relationship: Does 

organizational level matter?” tested the hypothesis  that  decision latitude and role stressors have 

a differential effect on strain in a group of clerical bank employees as compared with their 

managers. In a study “Locus of control as determinant of organizational role stress” by 

Ashwinkumar Malik and Madhulikasabharwal (1999), examined the relationship between 

role stress and locus of control in bank employees.  

In a study “Employee occupational stress in banking” by Michailidis.M and 

Georgiou.Y (2005), they examined occupational stress of employees in the banking sector. 

Fortes-Ferreira, Jose.M.Peiro, Gloria.M.Gonsalez-mordles and Isabel Martin (2006) in 

their study “Work-related stress and well being: The roles of direct action coping and palliative 
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coping” analysed the roles of direct action coping and palliative coping in the relationship 

between work stressors and psychological well-being, as well as their possible interactions, in a 

sample of 464 bank employees. “Impact of Occupational Stress on home environment: An 

analytical study of working women of Ludhiyana city” a research study undertaken by 

R.Bakshi, N.Sudha and P. Sandhu (2008) to analyse the impact of occupational stress on home 

environment as perceived by selected respondents. “Gender,self-concept and occupational status 

differentials in occupational stress among bank workers in Lagos state” is a study by Eunice 

Modupe Hassan(2009) to investigate the determinants of occupational stress using gender, self 

concept and occupational status as factors. 

Research Problem 

Ever since the introduction of deregulation of the banking sector in India in the early 90s, 

there has been a paradigm shift in the focus of banks from social objectives to sound business 

objectives. Accordingly, there has been an increased thrust on profitability and productivity of all 

banks, including the public sector banks. Competition in the industry became intense with the 

emergence of new generation private sector banks and also with the enhanced dynamism of the 

foreign banks. The new generation banks and foreign banks, with their advanced technological 

base and highly skilled manpower, have been relatively at a competitive advantage over their two 

counterparts, viz., Public sector banks and old private sector banks, In order towithstand the 

competitive pressure and also to enhance productivity and customer service, banks have to invest 

heavily in technology and also go for highly skilled manpower or to train their existing staff 

suitably. In short, for the banking system as a whole, adoption of advanced technology has become 

an imperative to ensure better productivity and enhanced customer service. 

The highly competitive work environment in the banking sector demands updated skill and 

knowledge from the managers and other employees in the banks, which are essential to fulfil the 

ever-increasing aspirations of the high-demanding customers. Coupled with this, the uncertainties 

and ambiguity associated with the finance sector around the globe multiplied the stress level of bank 

employees. A sound theoretical base in banking operation as well as practical experience acquired 

from the job is now not sufficient for them to tackle the various work-related issues confronted by 

them. Moreover, banks are not able to provide adequate training and back up support to enhance their 

competency.  
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The above said transformation in the banking sector has affected the social, economic and 

psychological domains of bank employees and their relations. They have to cope with the enhanced 

work pressure, which leads to more of mental stress and physical strain.  In the light of these 

grounds, it is imperative to study the work-related stress faced by bank employees, the stressors and 

their effect, and strategies to combat such stress. Therefore, the present study addresses the following 

intricate questions: What is the extent of job stress confronted by bank employees in Kerala? I there 

any significant variation in the extent of stress as experienced by various categories of employees? 

What are the influencing factors of occupational stress in banks? 

Objectives of the study 

The study is pursued with the following specific objectives:  

1. To assess the level of occupational stress confronted by bank employees in Kerala  

2. To identify the demographic and other job-related factors which influence the level of 

stress experienced by bank employees in Kerala.  

Hypotheses 

To have a disciplined guidance to the enquiry, the following hypotheses are formulated and 

tested:  

1. There is no difference among employees belonging to the three selected bank groups in 

their level of stress. 

2. There is no difference in the level of stress among employees belonging to different 

locations, employment status, gender groups, marital status, age groups, educational 

levels, lengths of service and workloads. 

Research Methodology 

For the purpose of analysis, the data were collected from 462 employees identified from 

Public sector banks, Old private sector banks and New generation banks. Respondents were 

identified based on stratified random sampling technique from North, South and Central parts of 

Kerala. A structured questionnaire was prepared and administered on sample respondents to 

elicit primary information concerning the extent of stress and various stress-related factors. A 
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five-point Likert Model has been constructed for the first three instruments intended to measure the 

extent stress.  

In order to test the internal consistency of the scales developed by the researcher and to 

reduce the number of statements to a manageable size, a pilot survey was conducted before the main 

study. Questionnaires were served to 100 respondents with a personal request to express their 

agreement/disagreement with the statements and an undertaking was given that the information 

furnished by them would not be used for any purpose other than the research study. Filled 

questionnaires have been obtained from 56 respondents and studied in detail, and some modifications 

have been incorporated in the questionnaire to make the statements more suitable and unambiguous. 

For an assumed level of 5 per cent error in the estimate of the means of these 56 responses 

using the information on variance from the pilot study, the sample size was obtained based on each 

response. The formula used is n ≥ (1.96s/d) 2. Where ‘n’ is the sample size, ‘s’ is the estimate of 

standard deviation, ‘d’ is the standard error of the estimation of population parameter, and the value 

1.96 is the critical value from normal test at 5 per cent level of significance.   The sample size of 452 

was the maximum among the sample sizes obtained from the number of responses for all the 

statements. However, the actual number of samples used in the study is 462.  

From the pilot study it has been decided to have a sample size of 452, and it has been seen 

that there are 969 banks branches, with 556 PSB, 310 OPSB and 103 NGB. In order to represent the 

banking sector reasonably well in the sense that the required information is feasible, it has been 

decided to allocate the sample sizes for the three sectors on the basis of the ratio of the number of 

banks in each sector. So this has resulted in a sample of size 462 consisting of 254 Public sector, 132 

Old private sector and 76 New generation banks with marginal adjustment for the purposes of 

feasibility. Also, this number is allocated for each region in proportion to the number of banks in 

each one of them. Thus the number of banks has been selected in the ratio of 2:2:1 for Public sector 

banks, 2:3:1 for Old private sector banks and 2:3:1 for New generation banks. 

Data Analysis 

Fifteen statements are considered to measure the level of stress which has an overall 

Cronbach’s alpha of 0.909 which is well above the accepted norm of 0.70 (Nunnally, J.C, 1978). 

Hence, the variables identified and included in the instrument are reliable and relevant. 
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Table 4.12: Reliability statistics 

Cronbach’s 
Alpha 

Number of  items 

.909 15 

 Table 4.13 gives a snapshot of variables used to measure the levels of stress of 

respondents along with means and Cronbach’ Alpha. 

Table 4.13: Indicators of Level of Stress 

Item 

Code 
Statements Mean 

Cronbach's 
Alpha if Item 

Deleted 

SL 1  I am totally satisfied with my present job. 2.4784 .840 

SL 2 
If a friend seeks my opinion of joining a job like mine, I 

will strongly recommend it.  
2.6190 .837 

SL 3 I feel completely exhausted at the end of the day. 3.3723 .834 

SL 4 I feel tired (even with adequate sleep) during the day. 2.9589 .836 

SL 5 
I worry if these mounting pressures persist for long, it will 

significantly damage my efficiency to work hard. 
3.2965 .830 

SL 6 I feel frustrated in carrying out my responsibilities at work.  2.6732 .833 

SL 7 It is hard for me to feel calm and relaxed at work. 2.8550 .836 

SL 8 I find it difficult to finish my work in the stipulated time.  2.8723 .836 

SL 9 
I often miss the get-together parties of my family and 

friends. 
3.6212 .833 

SL 10 I feel that I can’t serve the customers as expected. 2.6364 .842 

SL 11 
I have a lot of other interests (e.g. cultural, social, spiritual 

etc…) which remain neglected due to workload.  
3.4654 .836 

SL 12 I spend work so long that my outside relationships are 3.4177 .832 
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suffering. 

SL 13 
I always get a good night’s sleep without worrying about 

my work. 
3.2251 .886 

SL 14 
Since I am preoccupied with hectic work schedule, I give 

only little attention to my family. 
3.0173 .833 

SL 15 
I feel emotionally drained from my work. 

2.9026 .829 

The Cronbach’s Alpha of the fifteen stated indicators range from .829 to .886, which 

shows no more significant improvement in reliability, is possible by deleting any of the 

variables.  

 On the basis of the means scores, respondents were classified into low, medium and high. 

A score ranging from 1.5 to 2.5 (mean+- 1 S.D) was considered Medium; a score below 1.5 

(mean-1 S.D) was considered Low, and a score above 2.5 (mean + S.D) was considered High.  

Table 4.14: Level of stress 

Stress level Score Range No. of 
respondents 

Percentage 

Low <  1.5 72 15.6 

Medium 1.5- 2.5 318 68.8 

High < 2.5 72 15.6 

Total  462 100 

Source: Primary data 
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Fig 4.1: Stress Levels and Stress Score 

The actual observed stress scores of the sample population is presented in fig. 4.1. From 

the Table it is seen that medium stress level was prevalent among the majority (68.8%) of 

respondents. It is also interesting to note that high and low levels of stress were approximately 

the same (15.6%). 

The classification of respondents on the basis of score range is exhibited in Fig 4.1 

4.3 Level of Stress and Demographic Variables 

The interrelationship between level of occupational stress and demographic variables is 

analyzed using appropriate statistical tools in the succeeding paragraphs. 

4.3.1 Type of Bank and Level of Job Stress 

The banks selected for the study were classified as Public sector, Old private sector, and 

New generation banks, based on their ownership pattern and nature of functioning. Rules and 

regulations, work environment, competition, management attitude, routine work schedule, 

working time, targets, career prospects, punishment, etc., differ from bank to bank and sector to 

sector, which will have a direct influence on the level of job stress experienced by the 

employees. So the level of stress has been analysed on the basis of the type of banks.  
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The mean stress score, range and S.D. across different sectors are given in Table 4.15 and 

exhibited in Fig. 4.2  

Table 4.15: Type of Bank and Job Stress-Mean Scores 

Type 
of 

Bank 

No.of 
Respondents Percentage 

Mean 
Score 

Range 
S.D Min Max 

PSB 254 54.98 42.41 18. 63 8.37 

OPSB 132 28.57 40.68 19 66 7.61 

NGB 76 16.45 42.85 20 64 9.01 

Total 462 100 41.99 18 66 8.29 

Source: Primary data 

 

 

Figure 4.2: Type of Bank and Job Stress-Mean Scores 

From Table 4.15,  it is found  that the average stress score was marginally higher among 

the employees of New Generation Banks compared with other bank groups, and was the lowest 

among the employees of Old Private Sector Banks. The average job stress score of employees in 

Public Sector Banks was found to be between these two banks groups. 

Further, to study the association between level of stress and type of bank, a cross analysis 

was done which is given in Table 4.16 along with the test result in table 4.17. 
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Table 4.16: Type of Bank and Job Stress (Two-Way Table) 

Type of 
Bank 

Level of stress 
Total 

Low Medium High 

PSB 
35 

(48.61) 

175 

(55.03) 

44 

(61.11) 

254 

(54.98) 

OPSB 
22 

(30.55) 

97 

(30.50) 

13 

(18.05) 

132 

(28.57) 

NGB 
15 

(20.83 

46 

(14.46) 

15 

(20.84) 

76 

(16.45) 

Total 
72 

(100) 

318 

(100) 

72 

(100) 

462 

(100) 

Source: Primary data 
Note: Figures in parentheses indicate percentages to total. 

It is seen that medium stress was experienced by a majority of the respondents (68.8%) 

from the three sectors of banks. Among the ‘high stress’ group, employees from public sector 

banks accounted for a high percentage (61) sequenced by New generation banks and Old private 

sector banks. Further 55 per cent of the ‘medium stress’ respondents were also from PSB.  

This was further subjected to statistical test using Chi-square with the following 

hypotheses. 

H0: There is no dependence between type of banks and level of job stress.  

H1: There is dependence between type of banks and level of job stress. 

Table 4.17: Chi-square Test Results 

Pearson chi-square D.F P Value. 

6.76 4 0.14 

The null hypothesis is accepted as the value (p>0.05) is not significant at 5 per cent level 

of significance and it is proved that there was no significant difference between employees of 

different types of banks as regards level of stress. Hence it was concluded that level of stress and 

type of banks were not mutually dependent.  
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4.3.2 Location of the Banks and Level of Stress 

Work environment, work pressure, level of competition, ever-increasing customer 

demand, etc., vary from place to place. The place of work of a bank employee is a variable which 

will affect his stress level. So the level of stress with respect to place of work was analyzed. 

Place of work was classified into three types namely, rural, semi-urban and urban areas.  

Table 4.18 explains the average stress scores, range and S.D. of employees with respect to 

the place of work, which shows that the stress score was slightly higher among employees in 

rural branches. 

Table 4.18: Location of the Branch and Job Stress-Mean Scores 

Location 
of the 

Branch 

No. of 
Respondents 

Percentage 
Mean 

Score 

Range 

S.D 
Min Max 

Rural 18 3.90 43.16 30 57 8.71 

Semi-

Urban 

331 71.65 41.93 19 66 8.02 

Urban 113 24.45 41.98 18 64 9.05 

Total 462 100 41.99 18 66 8.29 

Source: Primary data 

Based on the stress scores, the levels of stress were determined, as given below.  

Table 4.19: Location of the Branch and Job Stress (Two-Way Table) 

Location of Banks 
Level of stress 

Total 
Low Medium High 

Rural 
3 

(4.16) 

11 

(3.46) 

4 

(5.56) 

18 

(3.90) 

Semi- urban 
46 

(63.89) 

238 

(74.84) 

47 

(65.28) 

331 

(71.65) 

Urban 
23 

(31.95) 

69 

(21.70) 

21 

(29.17) 

113 

(24.46) 

Total 
72 

(100) 

318 

(100) 

72 

(100) 

462 

(100) 
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Source: Primary data 
Note: Figures in parentheses indicate percentages to total. 

It has been observed from the Table that the majority of the employees from the three 

locations were medium-stressed (69%). It is also observed that among the highly stressed 

respondents, the majority (65%) were from employees working in semi-urban area. Further 75 

per cent of the medium-stressed employees were also from semi-urban area. 

This was further analyzed using Chi-square, to test the interdependence. 

H0 :  There is no dependence between Location of work and level of job stress. 

H1 :  There is dependence between Location of work and level of stress.  

Table 4.20: Chi-square Test Results 

Pearson Chi-
square 

D.F P Value. 

5.43 4 0.24 

The null hypothesis is accepted as the value (p>0.05) was not significant at 5 per cent 

level of significance and hence it is observed that there was no dependence between location of 

the work and level of stress. 

4.3.3 Employment Status and Level of Stress 

The employees of banks are working in different cadres like Manager, Officer, Clerk, etc. 

The nature of job assigned to each cadre is different and the responsibilities fixed on each cadre 

also differ in terms of volume and quality. So the stress level of each position may vary, 

depending upon the situation. Hence, it was deemed necessary to find out whether nature of job 

had any dependence on level of stress. 

Table 4.21 furnishes the mean stress score, range and S.D across employees of different 

status. 
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Table 4.21: Employment Status and Job Stress-Mean Scores 

Employment 

status 

No. of 
Respondents. 

Percentage 
Mean 

Score 

Range 
S.D 

Min Max 

Manager 125 27.05 43.30 20 63 8.79 

Officer 159 34.42 43.94 30 66 7.60 

Clerk 178 38.53 39.32 18 61 7.85 

Total 462 100 41.99 18 66 8.29 

Source: Primary data 

 

Figure 4.3: Employment Status and Job Stress-Mean Scores 

It is observed from Table 4.21 that the stress scores were comparatively higher among the 

officers and managers compared to clerks. It is noted that the volume of responsibility and 

magnitude of work in the case of clerks were comparatively lower.   

Table4.22: Employment Status and Job Stress (Two-Way Table) 

Employment Status 
Level of job stress 

Total 
Low Medium High 

Manager 

16 

(22.22) 

85 

(26.73) 

24 

(33.33) 

125 

(27.06) 

43.3

20

63

8.79
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Officer 

16 

(22.22) 

111 

(34.90) 

32 

(44.44) 

159 

(34.42) 

Clerks 

40 

(55.56) 

122 

(38.37) 

16 

(22.22) 

178 

(38.52) 

Total 

72 

(100) 

318 

(100) 

72 

(100) 

462 

(100) 

Source: Primary data 

Note: Figures in parentheses indicate percentages to total 

From Table 4.22 it is observed that level of stress was medium for a high percentage of all 

categories. It is clear that Officers (44%) and Managers (33%) were the highly stress-affected 

groups among the respondents compared to clerks (22.22%). These figures depict that the 

highest stress-prone group in the banking profession was that of Officers, followed by the 

Managers. Pressure from the top and higher responsibility for results might be the reasons behind 

this situation. 

Further validation using Chi-square test was done with the following hypotheses: 

H0 :  There is no dependence between nature of job and stress level. 

H1 : There is dependence between nature of job and stress level. 

Table 4.23: Chi-square Test Results 

Pearson Chi-square D.F P Value. 

17.30 4 0.002*  

* Significance at 5 per cent level of significance. 

The null hypothesis is rejected as the P value (p< .05) was statistically significant at 5 per 

cent level of significance and it is evident that difference in the nature of job caused difference in 

the extent of job stress. Hence, it is concluded that nature of job and level of stress were 

dependent at 5 per cent level of significance.  
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The significance of difference in the level of stress is tested across various demographic 

factors and the results are furnished in the table:  

4.3.4 Gender and Level of Job Stress 

There is a lot of physiological and natural differences between men and women. Further, 

some differences are enforced by the society, which vary according to time and place. It is called 

“gender disparity” which may make the job stressful. 

Table 4.24 shows the mean stress scores of the gender groups of respondents with range 

and standard deviation. 

Table 4.24: Gender and Job stress-Mean Scores 

Gender 
No. of   

    Respondents 
Percentage 

Mean 

Score 

Range 
S.D 

Min Max 

Male 279 60.39 42.90 19.00 66.00 8.57 

Female 183 39.61 40.60 18.00 64.00 7.67 

Total 462 100 41.99 18.00 66.00 8.29 

Source: Primary data 

    It is observed from the Table that the mean score and S.D of male respondents are 

comparatively higher than those of female group. 

The test whether there was any difference in the stress level among the two gender groups 

revealed that the level of stress was related to gender as shown in Table 4.25. 

Table 4.25: Gender and Level of Stress (Two-way Tables) 

Gender Level of job stress 
Total 

Low Medium High 

Male 

37 

(51.38) 

189 

(59.43) 

53 

(73.61) 

279 

(60.39) 

Female 35 129 19 183 
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(48.62 (40.56) (26.39) (39.61) 

Total 

72 

(100) 

318 

(100) 

72 

(100) 

462 

(100) 

Source: Primary data 
Note: Figures in parentheses indicate percentages to total. 

A cursory look at the above shows that males dominated in both high and medium stress 

level groups. Of the 72 respondents under ‘high level’, nearly three-fourths (73.61%) were 

males, whereas in the ‘medium-group’ they found only 59 per cent. Therefore, in all categories, 

the predominance of male was noted.  

This is further validated using a Chi-square test for interdependence using the following 

hypotheses: 

H0: There is no dependence between gender and stress level. 

H1: There is dependence between gender and stress level. 

Table4.26: Chi-square Test 

Pearson Chi-
square 

D.F P Value. 

7.822 2 0.02* 

* Significance at 5 per cent level of significance. 

The H0 was rejected for absence of 5 per cent level of significance as the value of P was 

less than 0.05. This implies that there was dependence between gender and stress level. The level 

of stress was more among male respondents than among females.  

Sl.No. Groups Chi-square Value P Value 

1 Marital Status and Level of Stress 4.27 0.64 

2 Age and Level of Stress 9.193 .163 

3 Educational Qualification and Level 

of Job Stress 

4.44 0.34 
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4 Length of Service and Level of Job 

Stress 

9.0 0.34 

5 Effective Working Hours and Level 

of Job Stress 

27.14 .00* 

Significant at 1 per cent level of significance 

4.4 Conclusion 

An assessment of the level of stress is highly instrumental to delve into the myriad causes of 

stress and diagnose the probable effects of stress - both physical and psychological. Level of 

stress or magnitude of stress is measured on the basis of psychological effect, on a five- point 

rating scale. On the basis of the extent of stress, respondents are dichotomized (grouped) into 

High level of stress, Medium and Low level of stress. Of the total, 69 per cent had medium level 

of stress and the rest were equally distributed for low and high levels. The level of stress is 

related to various demographic variables to study the association between them. The study 

reveals that there is dependence between level of stress and gender, employment status, and work 

load. Gender-wise, males and employment status- wise, officers and managers, experienced 

comparatively higher levels of stress. Similarly, there is clear dependence between workload and 

stress and the stress progresses with every increase in effective working hours. However, the 

level of stress is independent of variables, type of bank, location of the bank, marital status, age, 

educational qualification and length of service.    
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Abstract 

This study presents the relationship between board governance and performance of 

private sector banks listed in Bombay Stock Exchange (BSE) by using Panel Corrected 
Standard Error (PCSE) Model. The study examines 17 private sector banks for the period of 
five years from 2013 to 2017. The study used Return on Asset as proxy for the financial 
performance and Board Size, Number of Independent Directors, Number of Board Meetings 
and Number of Board Committees were taken as proxies for board governance. The study 
found that both number of board meetings and number of board committees are negative and 
significantly related to bank performance. But both board size and number of independent 
directors showed no significant impact on the performance of private banks listed in BSE. 
With this results the study concluded that board governance will definitely affect the bank 
performance. 

Keywords: Financial Performance, Board Composition, Corporate Governance. 

Introduction 

Sustainability of any organization depends mainly on its good corporate governance culture. 
Good corporate governance is essential for companies to access domestic as well as global 
capital at competitive rates. Corporate governance has received the special attention of 
various stakeholders after the revelation of a number of corporate scandals such as financial 
scams of Enron, WorldCom and Satyam in India. These incidences emphasized the need of 
improved corporate governance and led the way towards more legislation in India and all 
over the world. Corporate governance deals with the ethical responsibilities of a company’s 
management, its board towards different segments of societies. Corporate governance affects 
the investment decisions of the company. That means in order to take a good decision, 
corporate governance is necessary and in turn, helps firms to prosper in the domestic as well 
as in the global market.  It is concerned with the proper implementation of policies and 
procedures by a company to satisfy its related parties including shareholders, employees, 
customers, suppliers, regulatory authorities and the community at large.  

In today’s world, companies are evaluated based on sales and profit. Most of the companies 
particularly banks are at profit now, later after three or four moths will suffer a loss. What is 
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the main reason for this phenomenon? Through accounting, companies should calculate the 
exact profit or loss and can perform other numerical analysis also. With this calculation, we 
can’t find the exact reason. Based on the previous research, the main root cause of this 
phenomenon is corporate mis-governance e.g.; Enron, Satyam etc. Governance is the mind of 
every company. That means good governance makes ethical companies. Boards of directors’ 
structure, their decisions, their partnership among other companies etc. are the board factors 
affecting governance of a company.  

From the above discussions, it is very clear that board of director’s inefficiency cause serious 
threats to the business. Banks are the central point of the developed economies. Well 

developed banking system mainly depends on the superior decision taken by the board of the 
banks. Good governance definitely resulted on efficient banking system in the economy. 
Adeyemi (2010)found that “the boards of directors of a good number of sampled banks were 
ineffective and that the internal  controls  were  equally  weak  as  a  result  of  the  overriding  
influence  of  the  chairman/chief  executive officers”(p. 34). Weisbach (1988) suggest a 
positive relationship between board composition and firm performance. Therefore good 
board governance is important and the present study conducted to know the impact of board 
governance on the performance of private banks listed in BSE for a period of 5 years (2013-
2017). 

Review of Literature 

Board Size 
 
Researchers are concentrated their efforts to study the impact of number of directors on the 
board on the financial performance. Korir and Cheruiyot (2000) found board size is positively 
related to firms’ performance.Mudashiru etal.,(2012); Muchemwa et al.,(2016); Tanna et 
al.;Adams and Mehran (2008); Sheikh and Karim (2015); Haniffa and Hudaib (2006) 
supports the same.Ness et al., (2010) found that board size positively related to revenue 
growth.A study conducted by Bashir et al.,(2018) does not found any relationship between 
board size and firms’ performance. Supporters of this view are Ayorinde et al.,(2012); There 
are some other findings that board size had negative effect on financial performance. 

Supporters of this view are  Fanta et al., (2013); Gómez et al.,(2017); Pearce and Zahra 
(1992)Lipton and Lorsch, (1992); Coleman and Biekpe(2008); Arosa et al., (2013); Staikouras 

(2007); Ranti (2011); Bebeji et al.,(2015). Ammari et al.,(2016)found that large board size has a 
negative effect on marketperformance. The following null hypothesis developed; 

 
H0:- There is a no significant impact on the board size on the performance of private banks 
listed in BSE. 
 
Board Independence 
 
Korir and Cheruiyot (2000) found greater board independence improves firms’ performance 
(p.86).Tanna et al.; Qadorah and Fadzil (2018); Sheikh and Karim (2015); Singhchawla et al. 
(2011); Rouf (2011); Bebeji et al.,(2015). supports the same.A study conducted by Bashir et 
al.,(2018) does not found any relationship between board independence and firms’ 
performance.Zeng (2018) found that the size of independent directors has no significant 
effecton corporate performance.Adams and Mehran (2008) argued that “board independence is 
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not related to performance”.Gómez et al.,(2017) found a negative relation with financial 
performance.“Highest number of independent directorswould not assure to enhance firm 
performance” suggested by Fuzi et al.,(2016). Horvath and Spirollari (2012) support the 
same.García Martín, C. J., &Herrero, B. (2018) found negative and significant relationship with 
the independence of boards and firm performance.Bhagat and Black (1999); Ranti (2011) 
supports the same. The following null hypothesis developed; 
 
H0:- There is a no significant impact on the number of independent directors on the 
performance of private banks listed in BSE. 
 
Number of Board Meetings 
 
Ntim and Osei found positive association between the frequency of corporate board meetings 
and corporate performance, implying that boards that meet more frequently tend to generate 
higher financial performance”. Al-Daoud et al.,(2016); Gómez et al.,(2017) support the 
same.Paul (2017) found thatthe attendance in board meetings is significantly positively 
correlated with the performance measure. Qadorah and Fadzil (2018) does not find any 
relation between number of board meetings and financial performance. Aryani et al.,(2017) 
support the same. Hanh et al., (2018) found that there exists a negative association of number 
of board meeting and the financial performance of firms. The following null hypothesis 
developed. 
 
H0:- There is a no significant impact on the number of board meeting on the performance of 
private banks listed in BSE. 
 
Number of Board Committees 
 
Board committees play an important role in the functioning of the company. Musyoki (2008) 

argues that “properly constituted  board  committees  with  the  right  mix  of  non-executive  
directors  tend  to contribute  more  to  performance  than  hoards  with  a  predominance  of 
inside  directors.” The study is an attempt to understand whether  the number of board 
committees on the financial performance of private banks listed in BSE.The following null 
hypothesis developed. 
 
H0:- There is a no significant impact on the number of board committees on the performance 
of private banks listed in BSE. 
 
Statement of the problem 

One of the important reason for the decline in shareholders’ wealth and company collapse is 
the inefficiency of the board of directors while taking serious decisions. Board of directors 
are largely criticised in the spotlight for the fraud cases that had resulted in the failure of 
major corporations, such as Enron, WorldCom Global Crossing and Satyam computers in 
India. The main reasons for the failure of corporations are the lack of vigilance by the board 
of directors, the inappropriate board composition etc. Banks are the central point of an 
economy and the good governance of banks is inevitable for the successful development of 
the economy. Various corporate governance reforms have specifically emphasized on 
appropriate changes to be made to the board of directors in terms of its composition, structure 
and ownership configuration and in India Securities and Exchange Board of India (SEBI) 
introduced clause 49 of listing agreement Therefore, the present study is a humble attempt to 
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understand the impact of board governance on financial performance of private banks listed 
in BSE. 
 
 
Research Question 
 
The study attempts to address the research question “Does board governance impact the 
performance of private banks listed in BSE”? 
 
Research Objective 
 
The present study is conducted with the following specific objective: 

 To study the impact of Board Governance (board size, board independence, board 
activity and board committees) on the performance of listed private banks in India. 
 

Methodology 
 
Since this study is on the board governance of listed private banks in India, population of the 
study is made up of private banks listed on the Bombay Stock Exchange (BSE). A sample of 
17 listed private banks for 5 year period (2013-2017) was used for detailed study and 
analysis. For the purpose of the study, data has been collected through secondary sources. 
Return on Asset was taken as dependent variable and board size, number of independent 
directors, number of board meetings and number of board committees were taken as 
independent variables for the study. The sampling technique adopted for the purpose is 
simple random sampling for selecting banking industry and sample units. Balanced panel 
data methodology used for the study. Descriptive statistics, Breusch-Pagan / Cook-Weisberg 
test, White's test for homoscedasticity, Pooled OLS model, fixed effect model, random effect 
model, Hausman test, Pesaran's test of cross sectional independence, Wooldridge test for 
autocorrelation in panel data, Panel Groupwise Heteroscedasticity Tests, Prais-Winsten 
regression, correlated panels corrected standard errors (PCSEs) were employed for the study 
for data analysis. Statistical software STATA 13.0 used to analyze data. The empirical model 
used in this balanced panel study can be described as follows; 

ROAit= β0+β1BOARDSIZEit +β2NOOFIDsit +β3NOOFBMsit +β4NOOFBCsit +εit 

Where: β0 = constant term; ROA = Return on Assets; NOOFIDs = Number of Independent 
Directors; NOOFBMs = Number of Board Meetings; NOOFBCs = Number of Board 
Committees; β1, β2, β3, β4  = Beta coefficients;  ε =  error term. 

Data Analysis 
The following table shows the descriptive statistics of dependent and independent variables. 

Table 1 : Descriptive Statistics 
Variable  Mean Std. Dev. Min. Max. Observations 
ROA 
  Overall 
  Between 
  Within 

 
1.120706 

 
.6786538 
.6389976 
.2677623 

 
-.35 

-.186 
-.0332941 

 
2.3 

2.02 
2.016706 

 
N =    85 
n  =    17 
T  =      5 

BOARDSIZE 
  Overall 
  Between 

 
10.8 

 
1.716863 
1.496663 

 
7 

8.8 

 
15 

13.8 

N =    85 
n  =    17 
T  =      5 
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  Within .9023778 8.4 
 

12.8 

NOOFIDs 
  Overall 
 Between 
 Within 

 
6.682927 

 
1.755964 
1.409129 
1.073244 

 
2 
5 

3.482927 

 
12 
10 

9.682927 

N =    85 
n  =    17 
T -bar = 
4.82353 

NOOFBMs 
  Overall 
  Between 
  Within 

 
10.8 

 
4.822566 
4.493328 
2.00713 

 
0 

4.6 
3 

 
22 

21.8 
17 

N =    85 
n  =    17 
T  =      5 

NOOFBCs 
  Overall 
  Between 
  Within 

 
11.54118 

 
1.570206 
1.318645 
.8997354 

 
8 

8.8 
8.941176 

 
15 

13.6 
13.54118 

N =    85 
n  =    17 
T  =      5 

 
The above table shows the descriptive statistics of panel variables. Total number of 
observations is 85 and total 17 banks and time period is 5. Return on Asset (ROA) produces 
an overall mean of 1.120706 with a standard deviation of .6786538 and -.35 and 2.3 are 
minimum and maximum values respectively under overall statistics. Under between statistics 
ROA shows a standard deviation of .6389976 with a minimum and maximum values of -.186 
and 2.02 respectively. Under within statistics ROA shows a standard deviation of .2677263 
with a minimum and maximum values of -.0332941 and 2.016706 respectively. 
 
Board size (BOARDSIZE) produces an overall mean of 10.8 with a standard deviation of 
1.716863 and 7 and 15 are minimum and maximum values respectively under overall 
statistics. Under between statistics board size shows a standard deviation of 1.496663 with a 
minimum and maximum values of 8.8 and 13.8 respectively. Under within statistics board 
size shows a standard deviation of .9023778 with a minimum and maximum values of 8.4 
and 12.8 respectively. 
 
Number of independent directors (NOOFIDs) produces an overall mean of 6.682927with a 
standard deviation of 1.755964and 2 and 12 are minimum and maximum values respectively 
under overall statistics. Under between statistics number of independent directors shows a 
standard deviation of 1.409129 with a minimum and maximum values of 5 and 10 
respectively. Under within statistics number of independent directors shows a standard 
deviation of 1.073244 with a minimum and maximum values of 3.482927 and 9.682927 
respectively. 
Number of board meetings (NOOFBMs) produces an overall mean of 10.8 with a standard 
deviation of 4.822566and 0 and 22 are minimum and maximum values respectively under 
overall statistics. Under between statistics number of board meetings shows a standard 
deviation of 4.493328 with a minimum and maximum values of 4.6 and 21.8 respectively. 
Under within statistics number of board meetings shows a standard deviation of 2.00713 with 
a minimum and maximum values of 3 and 17 respectively. 
 
Number of board committees (NOOFBCs) produces an overall mean of 11.54118 with a 
standard deviation of 1.570206 and 8 and 15 are minimum and maximum values respectively 
under overall statistics. Under between statistics number of board committees shows a 
standard deviation of 1.318645 with a minimum and maximum values of 8.8 and 13.6 
respectively. Under within statistics number of board committees shows a standard deviation 
of .8997354 with a minimum and maximum values of 8.941176 and 13.54118 respectively. 
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Table 2 –Checking the Assumption of Multi-collinearity 
Variable VIF 1/VIF 
NOOFIDs 1.14 0.880557 
BOARDSIZE 1.13 0.881624 
NOOFBMs 1.02 0.978130 
NOOFBCs 1.02 0.979603 
Mean VIF 1.08 

 
Daoud (2017) argue that “Multicollinearity  or near-linear dependence is  a  phenomena  
when  two  or  more  predictors  are  correlated,  if  this happens, the standard error of the 
coefficients will increase. Increased standard errors means that the coefficients for some or all 
independent variables may be found to be significantly different from 0.  In  other  words,  by  
overinflating  the  standard  errors,  multicollinearity  makes  some  variables  statistically   
insignificant   when   they   should   be   significant.  The VIF is a tool to measure and 
quantify how much the variance is inflated. To interpret the value of  VIF the following rule 
is  used in the table below:  

VIF interpretation Table 
VIF-value Conclusion 
VIF = 1 Not correlated 
1 < VIF ≤ 5 Moderately correlated 
VIF > 5 Highly correlated 

 
The above table shows that none of the variables VIF are greater than 5 and conclude that 
there is no multicollinearity problem. 
 
Table 3 – Checking the Assumption of Heteroscedasticity 
 
Knaub (2007) “Homoscedasticity and heteroscedasticity refer, respectively, to whether the 
variances of the predictions determined by regression remain constant or differ” (p.431).  
 
Breusch-Pagan / Cook-Weisberg test for heteroskedasticity 
Ho: Constant variance 
Variables: fitted values of ROA 
 
Chi2(1)      =     6.67 
Prob> chi2  =   0.0098 
 
White's test for Ho: homoscedasticity - Against Ha: unrestricted heteroskedasticity 
 
Chi 2 (14)               =     49.98 
Prob> chi2            =     0.0000 
 

Cameron & Trivedi's decomposition of IM-test 

Source chi2 df p 
Heteroskedasticity 49.98 14 0.0000 
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Skewness 
Kurtosis 

11.43 
2.71 

4 
1 

0.0221 
0.1000 

Total 64.12 19 0.0000 
 
The above table shows both Breusch-Pagan / Cook-Weisberg test for heteroskedasticity and 
White's test for homoscedasticity does not give any satisfactory result as both test p-value is 
less than 0.05 that means there is a problem of heteroskedasticity in the panel data set.  
 
Table 4 – Checking the Assumption of Normality 
 

Skewness / Kurtosis tests for Normality 

 ---------------Joint---------------- 

Variable Obs Pr(Skewness) Pr(Kurtosis) adj chi2(2) Prob>chi2 
ROA 85 0.0350 0.4162 5.04 0.0804 
BOARDSIZE 85 0.8167 0.3758 0.86 0.6515 
NOOFIDs 82 0.2642 0.3754 2.10 0.3505 
NOOFBMs 85 0.0145 0.7722 5.78 0.0555 
NOOFBCs 85 0.3876 0.9830 0.76 0.6829 

 
The above is the Skewness/Kurtosis tests for Normality. It shows p-values of all variable is 
greater than 0.05 that means data is normal. 
 
Table 5 – Checking the Pooled OLS is best model or not 
 
 

. 

Source SS df MS 
Model 32.816453 20 1.64082265 
Residual 4.89909817 61 .080313085 
Total 37.7155512 81 .465624089 
 

Number of obs= 82 
F (20,61)   = 20.43 
Prob> F= 0.0000 
R-squared = 0.8701 
Adjusted R-squared = 0.8275 
Root MSE =0 .2834 

ROA Coef. Std. Err. t P>t [95% Conf. Interval] 
BOARDSIZE -.053306 .0353737 -1.51 0.137 -.1240401 .0174281 
NOOFIDs .0834252 .0300196 2.78 0.007 .0233973 .1434531 
NOOFBMs -.0256943 .0156392 -1.64 0.106 -.0569668 .0055782 
NOOFBCs -.031445 .0367079 -0.86 0.395 -.104847 .0419569 
BANK1 .2136133 .3070936 0.70 0.489 -.4004584 .827685 
BANK2 -1.143384 .2386846 -4.79 0.000 -1.620663 -.6661043 
BANK3 .295598 .2373662 1.25 0.218 -.1790451 .7702411 
BANK4 -.4251863 .2972649 -1.43 0.158 -1.019604 .1692316 
BANK5 -1.383151 .2575368 -5.37 0.000 -1.898127 -.8681743 
BANK6 -.4964878 .2695068 -1.84 0.070 -1.0354 .0424244 
BANK7 .6162059 .2868104 2.15 0.036 .042693 1.189719 
BANK8 .1733407 .2951181 0.59 0.559 -.4167844 .7634657 
BANK9 .4520524 .3083886 1.47 0.148 -.1646086 1.068713 
BANK10 -.5173529 .2619522 -1.97 0.053 -1.041159 .0064529 
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F (16,           61)    =    15.01 
Prob>     F        =     0.0000 
 
Based on the output of Pooled OLS, we conclude that this model is not a best model as p-
value is less than 0.05 i.e, 0.0000. 
 
Table 6 - Fixed Effects Model  
 
Fixed-effects (within) regression                                                    Number of obs      =        82 
Group variable: Id                                                                         Number of groups   =        17 
R-sq:   within       =   0.1679                                                        Obs per group: min   =         4 
between          =   0.2135                                                                             avg        =       4.8 
overall             =    0.1899                                                                            max       =         5 
F (4,61)                =     3.08 
Corr (u_i, Xb)        =   0.1631                                                                Prob> F           =   .0225 
 

ROA Coef. Std. Err. t P>|t| [95% Conf. Interval] 
BOARDSIZE -.053306 .0353737 -1.51 0.137 -.1240401        .0174281 
NOOFIDs .0834252 .0300196 2.78 0.007 .0233973          .1434531 
NOOFBMs -.0256943 .0156392 -1.64 0.106 -.0569668         .0055782 
NOOFBCs -.031445 .0367079 -0.86 0.395 -.104847           .0419569 
_cons 1.780216 .5808259 3.06 0.003 .6187829          2.941649 
sigma_u       .58689138 
sigma_e       .28339563 
         rho           .81091885                         (fraction of variance due to u_i) 
F test that all u_i=0:     F(16, 61) =    15.01              Prob> F = 0.0000 
 
             The above results shows there are three types of R Square i.e., within, between and 
overall it means panel data analysis. Based on the fixed effects model, three variables such as 
board size, number of board meeting and number of board committees are significant but 
negative influence on ROA. 
 
Table 7 - Random Effects Model 
 
Random-effects GLS regression                      Number of obs      =        82 
Group variable: Id                                          Number of groups   =        17 
R-sq:  within  = 0.1600                           Obs per group: min =         4 
between = 0.2977                                                  avg =       4.8 
overall = 0.2616                                                    max =         5 
    Wald chi2(4)       =     16.86 

BANK11 -.6267432 .2247498 -2.79 0.007 -1.076158 -.1773282 
BANK12 0 (omitted) 0 (omitted) 0 (omitted)    
BANK13 .5995204 .3010335 1.99 0.051 -.0024333 1.201474 
BANK14 -.4735619 .2141912 -2.21 0.031 -.9018636 -.0452601 
BANK15 -.4945595 .316681 -1.56 0.124 -1.127802 .1386834 
BANK16 -.6637186 .2559076 -2.59 0.012 -1.175438 -.1519997 
BANK17 .1221388 .3298156 0.37 0.712 -.5373683 .7816459 
_cons 1.992607 .6514262 3.06 0.003 .6899995 3.295214 
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corr(u_i, X)   = 0 (assumed)                         Prob> chi2        =    0.0021 
 
ROA Coef. Std. Err. z P>|z| [95% Conf. Interval] 
BOARDSIZE -.0516312 .0334789 -1.54 0.123 -.1172486         .0139862 
NOOFIDs .0759011 .0290691 2.61 0.009 .0189268          .1328754 
NOOFBMs -.0347885 .0140305 -2.48 0.013 -.0622878         .0072892 
NOOFBCs -.0537783 .0348434 -1.54 0.123 -.1220701         .0145134 

_cons 2.160094 .5620748 3.84 0.000 1.058447             
3.26174 

sigma_u       .53999905 
sigma_e       .28339563 
         rho           .78405356                             (fraction of variance due to u_i) 
 
 
The above results show there are three types of R Square i.e., within, between and overall it 
means panel data analysis. Based on the random effects model, two variables such as number  
 
of independent directors and number of board meeting are significant. Number of 
independent directors are positively influences the ROA and number of board meeting 
negatively influences the ROA. 
 
Table 8- Hausman Test for Model Selection 
 
b = consistent under Ho and Ha; obtained from xtreg 
B = inconsistent under Ha, efficient under Ho; obtained from xtreg 
 
Test:  Ho:  difference in coefficients not systematic 
 
chi2(4)    =  (b-B) '[(V_b-V_B) ^ (-1)]  (b-B) 
                         =        4.94 
Prob>chi2   =      0.2930 
 
The P-value of Hausman test shows is greater than 0.05, that means null hypothesis is 
accepted and the random effect model is appropriate. 
 
Table 9 - Pesaran's test of cross sectional independence in the model 

 
 
 

The p-value is 1.1404 (greater than 0.05) that means there is no cross sectional dependence. 
 
Table 10- Wooldridge test for autocorrelation in panel data 

 -------Coefficients-------   
(b) 
fe 

(B) 
re 

(b-B) 
Difference 

sqrt(diag(V_b-V_B)) 
S.E. 

BOARDSIZE -.053306 -.0516312 -.0016748 .0120886 
NOOFIDs .0834252 .0759011 .0075241 .0082129 
NOOFBMs -.0256943 -.0347885 .0090942 .0071268 
NOOFBCs -.031445 -.0537783 .0223333 .0122591 

Pesaran's test of cross sectional independence =    -0.177,   Pr = 1.1404 
Average absolute value of the off-diagonal elements =     0.496 
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Wooldridge test for autocorrelation in panel data 
H0: no first-order autocorrelation 

 
 
 

Here the p-value is less than 0.05 (0.0436) that means there is the problem of serial 
correlation. 
 
Table 11- Checking the heteroscedasticity in random effects model 
 
   Sample Size            =             82                    |           Cross Sections Number   =            17 
   Wald Test               =     21.3235                   |           P-Value >Chi2(4)           =      0.0003 
   F-Test                     =      5.3309                    |           P-Value >F(4 , 61)          =      0.0010 
 (Buse 1973) R2        =      0.2169                    |           Raw Moments R2            =      0.7916 
 (Buse 1973) R2 Adj =     -0.0399                    |          Raw Moments R2 Adj      =      0.7232 
  Root MSE (Sigma)  =      0.6958                    |          Log Likelihood Function  =    -28.2419 

 
- R2h= 0.2905     R2h Adj=  0.0578      F-Test  =    7.88      P-Value > F(4 ,        61)  0.0000 
- R2v= 0.0732     R2v Adj = -0.2307      F-Test  =    1.52      P-Value > F(4 ,        61)  0.2075 
 

 

* Panel Model Selection Diagnostic Criteria - Model= (xtmlh) 

 
- Log Likelihood Function                                       LLF            =    -28.2419 
----------------------------------------------------------------------------------------------- 
- Akaike Information Criterion                      (1974) AIC           =      0.4777 
- Akaike Information Criterion              (1973) Log AIC            =     -0.7388 
----------------------------------------------------------------------------------------------- 
- Schwarz Criterion                                         (1978) SC             =      0.6744 
- Schwarz Criterion                                         (1978) Log SC      =     -0.3939 
----------------------------------------------------------------------------------------------- 
- Amemiya Prediction Criterion                     (1969) FPE            =      0.5526 
- Hannan-Quinn Criterion                               (1979) HQ            =      0.5488 

F(  1,          16)            =      4.801 
Prob> F               =      0.0436 

ROA Coef. Std. Err. z P>|z| [95% Conf. Interval] 
ROA 
BOARDSIZE 
NOOFIDs 
NOOFBMs 
NOOFBCs 
_cons 

 
-.0533636         .0295703             -1.80               0.071              -.1113202    .0045931        
.0421657          .0284371               1.48               0.138              -.01357        .0979013 
-.0246594         .0128134             -1.92               0.054              -.0497732    .0004544  
-.0533346         .0277774             -1.92               0.055               -.1077772   .001108 
  2.270273        .5257768              4.32                0.000              1.23977       3.300777 

Hetero       
BOARDSIZE   .1365462          .0667411               2.05               0.041              .0057361    .2673562 
NOOFIDs         -.2529356        .0728566              -3.47               0.001             -.3957319   -.1101392 
NOOFBMs       -.052076          .0237354              -2.19               0.028             -.0985965   -.0055554 
NOOFBCs         .062656          .0620729               1.01               0.313              -.0590047    .1843166 
       /Sigu            .494711          .4544762              1.09                0.276              -.3960461    1.385468 
       /Sige            .2400393        .2149069              1.12                0.264               -.1811706    .6612492 
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- Rice Criterion                                                (1984) Rice          =      0.5019 
- Shibata Criterion                                           (1981) Shibata      =      0.4619 
- Craven-Wahba Generalized Cross Validation (1979) GCV       =      0.4884 
-----------------------------------------------------------------------------------------------     
 

* Panel GroupwiseHeteroscedasticity Tests 

 
Ho: Panel Homoscedasticity      -                   Ha: Panel GroupwiseHeteroscedasticity 
 
- Lagrange Multiplier LM Test          =      1.44e+04     P-Value >Chi2(16)         0.0000 
- Likelihood Ratio LR Test                =      34.0739       P-Value >Chi2(16)         0.0053 
- Wald Test                                         =      1.41e+05     P-Value >Chi2(17)         0.0000 
----------------------------------------------------------------------------------------------------------------     
 
Here Wald Test shows p-value of 0.000 ( less than 0.05) that means there is the problem of 
heteroscedasticity. 
Table 12 - Panel Regression Results of the Impact of Board Governance on the 
Financial Performance of Private Sector Banks Listed in BSE 
 
Group variable:           Id                                                       Number of obs            =        82 
Time variable:      YEAR                                                      Number of groups       =        17 
Panels:           correlated (unbalanced)                                  Obs per group: min     =         4 
Autocorrelation:  common AR(1)                                                                  avg     =  4.823529 
Sigma computed by casewise selection                                                         max    =         5 
Estimated covariances              =       153                             R-squared                    =  0.4366 
Estimated autocorrelations       =           1                             Wald chi2(4)               = 14.76 
Estimated coefficients              =           5                              Prob> chi2                 =  0.0052 
 
 

ROA 
Panel-corrected 

Coef. Std. Err. z P>|z| [95% Conf. Interval] 
BOARDSIZE -.0419702 .0367732 -1.14 0.254 -.1140444       .030104 
NOOFIDs .0450018 .0365433 1.23 0.218 -.0266217       .1166254 
NOOFBMs -.0393915 .0127855 -3.08 0.002 -.0644506     -.0143324 
NOOFBCs -.0978092 .0310186 -3.15 0.002 -.1586045      -.0370138 
_cons 2.804813 .5420527 5.17 0.000 1.742409        3.867217 
rho .6458544 
 
The above table reports the results of bank performance based on Panel Corrected Standard 
Error Model. Moundigbaye et al., (2018) argued that “FGLS estimator cannot be estimated 
when the number of time periods, T, is less than N, because the associated EVCM cannot be 
inverted (Beck and Katz, 1995). Second, even when T ≥ N, there may be relatively few 
observations per EVCM parameter, causing the associated elements of the EVCM to be 
estimated with great imprecision.As demonstrated by Beck and Katz (1995), henceforth BK, 
this can cause severe underestimation of coefficient standard errors, rendering hypothesis 
testing useless.To address these problems, BK proposed a modification of the full GLS-Parks 
estimator called Panel-Corrected Standard Errors (PCSE)”. Based on this we justify for using 
the Panel Corrected Standard Error Model as it produces an efficient estimation when a case 
where N (cross-sections) is greater than T (time period). The panel model showed that both 
number of board meetings and number of board committees are negative and significantly 
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related to bank performance at 5% level. The finding on this study showed that more number 
of board meetings weaker the performance of banks. Our findings are in line with previous 
researchof Hanh et al.,(2018). With this result we reject the null hypothesis and accept the 
alternative hypothesis that there is a significant impact on number of board meetings on the 
performance of private banks listed in BSE. The study also showed that more number of 
board committees weaken the performance of banks and this may due to board will lose its 
concentration on major committees. With this result we reject the null hypothesis and accept 
the alternative hypothesis that there is a significant impact on number of board committees on 
the performance of private banks listed in BSE. But both board size and number of 
independent directors showed no significant impact on the performance of private banks 
listed in BSE.The results are in line with the previous studies such as Bashir et al.,(2018), 
Ayorinde et al.,(2012),Zeng (2018) and Adams&Mehran (2008) 
 
Conclusion  

The study main objective was to find any significant impact of board governance on 
the financial performance of banks. The study employed panel data models to examine the 
impact. The study found that both number of board meetings and number of board 
committees are negative and significantly related to bank performance. But both board size 
and number of independent directors showed no significant impact on the performance of 
private banks listed in BSE. With this results we can conclude that board governance will 
definitely affect the bank performance. Due to the time constraints this study used limited 
variables and the researchers have the option to select more governance variables for their 
research. 
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ABSTRACT 

Mobile banking can be considered as the convergence of mobile technology and financial 

services (Chung & Kwon, 2009). Karjaluoto (2002); Rugimbana (1995) found that there is 

vast market potential for mobile banking due to its always on functionality and the option to 

do banking virtually anytime and anywhere. Adoption of electronic banking is important not 

only in terms of reducing cost and improving competitiveness, but also in terms of banks’ 

ability to maintaining existing customer base and attract new customers (Akinci et 

al.,2004;Guriting and Ndubisi, 2006). Thus mobile banking creates a win-win situation for 

both the banks and the customers if adopted and used continuously. In spite of all these 

benefits the usage of mobile banking is far from satisfactory, so there is an urgent need to 

find out the motivators and inhibitors of mobile banking adoption.  Although there are 

various technology adoption models namely Technology Adoption Model (TAM), Theory of 

Reasoned Action (TRA), Theory of Planned Behaviour (TPB), Diffusion of Innovation Theory 

(DIT) and Unified Theory of Acceptance and Use of Technology (UTAUT). Themost popular 

and widely accepted is Technology Acceptance Model (TAM), Perceived Usefulness (PU) 

and Perceived Ease of Use (PEOU) are the main constructs of TAM, but they are not 

sufficient to explain the adoption or non-adoption of an innovation. Many other constructs 

have been added to TAM over a period of time, which includes, trust (TR), Self-Efficacy (SE), 

Social Influence (SI), Perceived Cost (PC) and Perceived Risk (PR) all these constructs are 

considered in this study. Primary data was collected from a sample of 400 customers and 

analysed using Stepwise Regression to find out the influence of these selected constructs on 

actual adoption. The results of the study proved that except perceived cost and perceived risk 

all the other factors namely, perceived usefulness, perceived ease of use, trust, self-efficacy 

and social influence had a significant effect on actual adoption of mobile banking. 

INTRODUCTION 

Technology is making a dramatic impact upon service industries in general and financial 

service industry in particular. The latest changes in the financial service industry is brought 

about through the interaction of customer needs, competitive pressure and technological 

innovation where banking is no exception to this change. Banking today takes place mainly 

through electronic channels such as Automated Teller Machines (ATMs), Telephone 

Banking, Internet Banking and Mobile Banking. Customers are also attracted towards these 

Self Service alternatives for meeting their banking needs which were traditionally met 

through inter-personal service encounter. Self Service Banking Technology has been proved 

beneficial to both banks and customers, as it decreases the cost per transaction for banks and 

increases the convenience of customers. The primary motivation for the increasing role of 
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technology in service organisations has been to reduce cost and eliminate uncertainties 

(Kelly, 1989) as well as being used to standardise services by reducing the heterogeneity 

prevalent in the typical employee/customer encounter (Quinn, 1996).  

 

MOBILE BANKING-CONCEPT 

The latest addition in electronic banking is mobile banking, where customers use wireless 

channels to access their bank accounts. Mobile banking is defined as “a channel whereby the 

consumer interacts with a bank via a mobile device, such as a mobile phone or personal 

digital assistant. In that sense it can be seen as a subset of electronic banking and an extension 

of internet banking with its own unique characteristics”. First mobile banking transaction 

services in India were offered by ICICI bank in January 2008 (Mr. V. Vaidyanathan, 2008). 

Banks have begun to provide the mobile banking services via apps to attract more 

smartphone users, however users are concerned about the internet transaction security and 

reliability of mobile banking apps.  Mobile banking involves the use of mobile phone or 

another mobile device to undertake financial transactions linked to a client’s account. Mobile 

services are more attractive compared to other alternative channels due to its ubiquity, 

interactivity, convenience and flexibility. In contrast to traditional banking channels, mobile 

banking for the customer is promised to be more flexible, ubiquitous and convenient 

(Wessels and Drennan, 2010; Luarn and Lin, 2005).The ability to fit a financial institution on 

a cell phone and place it in the pockets of future users is an exciting idea (Divakar Goswami 

and Satish Raghavendran, 2009).  

MOBILE BANKING-ADOPTION 

Adoption is the first step in usage of a technology or innovation. Research on adoption 

focuses on the factors influencing the use of a technology. The goal is to gain insights as on 

the question of why an individual chooses to adopt one technology and rejects another one. 

(Pedersen and Ling, 2003).  

The process leading to adoption is characterised by- 

 Initial awareness of the innovation 

 The development of an opinion about it. 

 The decision to adopt or reject it. 

 If it is adopted, the use of the adopted innovation. 

 Reinforcement of the adoption decision. 

 

This process is undergone by each individual, leading to either adoption or rejection of the 

innovation (Rogers, 1995) 

 

Mobile banking is a critical service in the banking industry and therefore it is essential that 

mobile banking services are adopted by the customers. Although the banks providing mobile 

banking services have increased the number of mobile banking users have not increased at 

the same pace. It is argued that adoption will not take place unless customers perceive the 

service to be useful (Ali & Bharadwaj, 2010).As mobile technologies and devices advance, 

mobile banking has emerged as a major component of the financial services system because 

of mobile technology, such as ubiquity, convenience, and interactivity (Turban et al., 2006). 
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Banks have become customer centric, as customer is the focus of modern banking and 

customer service is its differentiating factor. However, despite its advantages, the use of 

mobile banking has not spread in fact as was expected (Kim et al., 2009; Laukkanen, 2007; 

Laforet and Li, 2005). As such there have been repeated calls for the investigation of factors 

that predict or explain the adoption, acceptance and use of M-banking (Kim et al., 2007; 

Laforet and Li, 2005; Luarn and Lin, 2005). Furthermore, both customer satisfactions on 

mobile banking and service quality of mobile banking have positive influence on customers’ 

behavioural intention to use mobile banking (Shih- I Cheng et. al., 2013). It is essential to 

have a preliminary knowledge of motivators and inhibitors that influence customers’ attitude 

towards and intention to use mobile banking leading to its adoption. After an extensive 

literature review of related topicsof this study a model has been developed displaying the 

antecedents of mobile banking adoption and their relation to actual adoption. 

THEORIES AND MODELS OF TECHNOLOGY ADOPTION 

There have been various theories and models that attempted to explain technology adoption 

and most of these have proved to be successful in this respect. However, many models have 

been combined and used in various studies and have been proved to be more effective and 

stronger than when they are used independently. Certain other models have been extended 

and supplemented by adding additional constructs for various research works and proved 

effective and beneficial.   

In an extensive literature review of 32 studies that have concentrated on adoption of mobile 

technology and mobile banking 18 of them have included Technology Acceptance Model 

(TAM), either by extending the same by including various constructs in other Technology 

Adoption Model or in combination with other technology adoption models or theories. The 

studies in which TAM was used in one form or the other are- 

Vinod Kumar Gupta etal., (2013); Nithin Nayak etal., (2014);Ali Alsoufi and Hayat Ali, 

(2014); Chat Chugchuen (2016); Nganaga,(2013);Shaza.W.Ezzi, (2014);;Khasawneh Mha, 

(2015);Ki Soon Lee et al.,(2007); Marc .F. Audi et al., (2016);Ulun Akturan and Nuray 

Tezcan,(2012);Hanudin Amin et al., (2012);Jean Pierre Levy Mangin et al., (2014); Wadie 

Nasri and Lanouar Charfeddine,(2012);Abdul Kabeer Kazi,(2013);Samuel Henrique Silva 

Bidarra et al., (2013);H. Kalaiarasi and Dr.V. Srividya (2012);F.Munoz-Leiva et 

al.,(2017);Waranpong Boonsiritomachai and Krittipat Pitchayadejanant,(2017). 

In addition there are studies that used different combinations of adoption models, they are- 

TAM, TBP and DIT (Vinod Kumar Gupta et al., 2013), TAM, TRA, TPB, IDT and UTAUT  

(Nithin Nayak et al., 2014),IDT and TAM (Marc .F. Audi et al., 2016),TTF, UTAUT and 

ITM (Tiago Oliveira et al.,2014), TAM and TPB(Wadie Nasri and Lanouar 

Charfeddine,2012), UTAUT and TAM (Waranpong Boonsiritomachai and Krittipat 

Pitchayadejanant,2017) 

However there are studies that made use of a single model also by extending or not extending 

them with additional contructs. The studies by (Evon Tan and Jasmine Leby Lau, 2016) and 

(Goncalo Baptista and Tiago Oliveira, 2015) used Unified Theory of Acceptance and Use of 

Technology (UTAUT). Similarly, the one by (Manoranjan Dash et al., 2014) used Diffusion 

Innovation Theory (DIT). 
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Theories and Models of Technology Adoption 

No Theories and 

Models 

Authors Determinants of Adoption 

1.  Theory of Reasoned 

Action (TRA) 

Ajzen and Fishbein, 

(1975)  
Behavioural Intention, Attitude & 

Subjective Norm 

2.  Technology 

Acceptance Model 

(TAM) 

 Fred D Davis (1989) Perceived Usefulness & Perceived 

Ease of Use 

3.  Extended TAM2 

Model 

Venkatesh and 

Davis, (2000) 
Social Influence Processes 

(subjective norm, voluntariness & 

image), Cognitive Instrumental 

Processes (job relevance, output 

quality, result demonstrability & 

perceived ease of use) 

4.  Extended TAM3 

Model 

Venkatesh and Bala, 

(2008) 
Individual Differences, System 

Characteristics, Social Influence, 

Facilitating Conditions along with 

Perceived Usefulness & Perceived 

Ease of Use 

5.  Theory of Planned 

Behaviour (TPB) 

Ajzen (1991) Behavioural Intention, Attitude, 

Subjective Norm & Perceived 

Behavioural Control 

6.  Diffusion Innovation 

Theory (DIT) 

Everett Rogers 

(1962)  
The innovation, communication 

channels, time & social system 

7.  Unified Theory of 

Acceptance and Use of 

Technology (UTAUT) 

Venkatesh et. al., 

(2003) 
Performance Expectancy, Effort 

Expectancy, Social Influence & 

Facilitating Conditions 

8.  Task Technology Fit 

(TTF) 

D.L.Goodhue 

&Thompson, (1995) 
Task fit, Technology fit, 

performance Impact, Utilisation 

9.  Motivational Model 

(MM) 

Davis, Bagozzi & 

Warshaw, (1992) 
Extrinsic motivation (such as 

perceived ease of use, perceived 

usefulness and subjective norm) 

and Intrinsic motivation (such as 

perceptions of pleasure and 

satisfaction) 

10.  Social Cognition 

Theory (SCT) 

Bandura, (1986) Affect & Anxiety 

11.  Model of PC 

Utilisation (MPCU) 

Thompson Higgins 

& Howell, (1991) 
Job-fit, Complexity, Long-term 

Consequences, Affect towards use, 

Social Factors , Facilitating 

Conditions 

12.  Model of Acceptance 

with Peer Support 

(MAPS) 

Sykes et al., 2009 Behavioural Intention, System Use, 

Facilitating Conditions, Network 

Density, Network Centrality, 

Valued Network Density & Valued 

Network Centrality 

 

JASC: Journal of Applied Science and Computations.

Volume VI, Issue VI, JUNE/2019

ISSN NO: 1076-5131

Page No:2085



 

ANTECEDENTS OF TECHNOLOGY ADOPTION  

“A meta-analysis on adoption of mobile financial services” (Rajanish Dass and Sujoy 

Pal,2011) proved that all the seven dimensions affect mobile banking adoption.Perceived 

Usefulness (PU); Perceived Ease of Use (PEOU), Perceived Cost (PC) and Trust (TR) 

contribute towards mobile banking adoption (Nitin Nayak et al.,2014); The combined effect 

of three dimensions of trust are more prominent than Perceived Usefulness (PU) and 

Perceived Easeof Use (PEOU) in enticing initial use of mobile banking(Ali Reza Montazemi 

and Hamed Qahri Saremi, 2013);The study (Amit Shankarand Pooja Kumari, 2016)unveiled 

that awareness, usefulness, ease of use, compatibility, self-efficacy, security and privacy risk, 

social influence and financial cost were having a significant impact on m-banking adoption 

intention of consumer in India; Ki Soon Lee, (2007)revealed that Perceived Usefulness and 

Trust had a direct effect on adoption behaviour but trust had a more prominent effect; 

Similarly  Marc .F. Audi et al., (2016) proved that Perceived Usefulness (PU) had the greatest 

effect on attitude to adopt mobile banking; (Huong Thi Thanh Tran and James Corner, 

2016)proved that perceived cost was an important barrier in adoption intention of mobile 

banking and (Evon Tan and Jasmine Leby Lau2016) proved perceived risk has a negative 

impact onadoption of mobile banking:The results of the study (Sindhu Singh, 2016)proved 

that perceived ease of use, computer self-efficacy, security and perceived financial cost 

influenced the customers’ use of mobile banking services. 

The antecedents of mobile banking adoption selected for the purpose of this study are 

Perceived Usefulness, Perceived Ease of Use, Trust, Self-efficacy, Social Influence, 

Perceived Cost and Perceived Risk as identified from extensive literature review. Perceived 

Usefulness (PU)and Perceived Ease of Use (PEOU) of TAM were combined with constructs 

of other adoption models for the purpose of this study. The above literature have proved that 

the antecedents have a strong influence on actual adoption of mobile banking. Though all 

these constructs are related to adoption of mobile banking the intensity of influence of each 

varies.  

Antecedents of Technology Adoption 

NO DIMENSIONS MEANING AUTHORS 

1 Perceived Usefulness (PU) It refers to the degree to 

which a user believes that 

using a particular system 

would improve job 

performance 

Davis (1989) 

2 Perceived Ease of Use 

(PEOU) 

refers to the degree to 

which a person believes 

that using a particular 

system would be free of 

effort 

Davis (1989) 

3 Trust (TR) it reflects a willingness to 

be in vulnerability based on 

the positive expectation 

toward another party’s 

Mayer et.al., (1995) 
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future behaviour 

4 Self -Efficacy (SE) an individual’s self-

confidence in his or her 

ability to perform a 

behaviour 

Taylor & Todd,(1995) 

5 Social Influence (SI) a person’s perception that 

most people who are 

important to him think he 

should or should not 

perform the behaviour in 

question 

Fishbein&Ajzen, (1975) 

6 Perceived Cost (PC) It is definedas the extent to 

which  a person believes 

that using mobile banking 

will cost money 

Luarn & Lin, (2005) 

7 Perceived Risk (PR) A consumer’s apprehension 

of suffering negative 

outcome, or losses 

Hansen, (2006) 

 

 

MODEL DEVELOPMENT 

Among the different models that have been proposed, the Technology Acceptance Model 

(TAM) (Davis, 1989), adapted from Theory of Reasoned Action (TRA) (Ajzen and Fishbein, 

1980) and its variations were widely used by various scholars for explaining technology 

adoption intentions (Gefen and Straub, 1997; Malhotra and Galletta, 1999; Moon and Kim, 

2000; Mccloskey 2004; Gu et.al, 2009; Yu & Fang, 2009; Chung & Kwon, 2009). Several 

attempts were made to extend and supplement the TAM model by various researchers in 

different studies. Constructs such as ‘trust’ (Gu et al., 2009; Luarn & Lin, 2005) and 

‘perceived risk’ (Chung & Kwon, 2009; J.Donner and C.A.Tellez, 2008) were incorporated 

with ‘perceived ease of use’ and ‘perceived usefulness’ of TAM Model and found to have a 

significant influence on adoption. TAM was later on extended on two occasions. In the first 

attempt Venkatesh and Davis, (2000) explained TAM with reference to social influence 

(measured using indicators of subjective norm, voluntariness and image), in the second 

attempt Venkatesh and Bala, (2008) introduced computer self-efficacy (general beliefs about 

computers and its usages) along with TAM. In addition ‘perceived cost’ was yet another 

important factor that has a negative relation with the intention to adopt mobile banking (Sadi 

and Noordin, 2011) (Singh, Srivastava and Srivastava, 2010). Luarn and Lin, (2005) 

researched the applicability of TAM in a mobile banking context by adding one trust based 

construct (i.e. perceived credibility) and two resource-based constructs (i.e. perceived self-

efficacy and perceived financial cost to the TAM, and demonstrated that their extended TAM 

had a higher ability to predict and explain behavioural intention to use an information system. 

Thus it is clear from the above that TAM is the most widely accepted model of technology 

adoption and various attempts have been made to extend and supplement it either by adding 

new constructs or by combining it with one or more models of technology adoption. All the 

constructs considered in this study have been added to perceived usefulness and perceived 

ease of use of TAM at some point of time by various researchers and academicians. However 
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a new adoption model has been developed in the present study taking into consideration these 

constructs added over a period of time, which were proved influencing technology adoption 

along with perceived usefulness and perceived ease of use of TAM. The other constructs 

included along with perceived Usefulness (PU) and Perceived Ease of Use (PEOU) in the 

new adoption model are trust, self-efficacy, social influence, perceived cost and perceived 

risk. These constructs which were identified and supplemented to perceived usefulness and 

perceived ease of use of TAM have been part of other popular technology adoption models 

such as TPB, IDT, UTAUT, etc. Moreover the relation of these seven constructs with actual 

adoption have been examined in this study using step-wise multiple regression 

     Mobile Banking Adoption Model 

 

 

 

 

 

 

 

Perceived Ease of Use (PEOU) 

 Perceived Usefulness (PU) 

 Trust (TR) 

 Self-efficacy (SE) 

 Social Influence (SI) 

 Perceived Cost (PC) 

 Perceived Risk (PR) 

METHODOLOGY 

The primary data was collected using a well-structured questionnaire from users of 

mobile banking. Users fromNorth, South and Central Kerala were considered for the 

study to get a proper representation of respondents from all over Kerala. Three 

districts of Kerala one each from North, South and Central were selected for the 

study. Kozhikode was selected from the North, Trivandrum from South and 

Ernakulam from Central Kerala. About 625 questionnaires were distributed out of 

which 400 usable ones were received which was later tabulated and analysed. The 

population for this study is unknown as banks were reluctant to disclose the details of 

mobile banking customers due to security reasons, therefore the only possible method 

for selection of samples was convenience sampling. The banks in Kerala for the 

purpose of the study were classified as Public Sector Banks (PSBs), Old Private 

Sector Banks (OPSBs) and New Generation Banks (NGBs) and users of all banking 

sectors were given proper representation in the sample. In addition special care was 

ACTUAL 

ADOPTION 

PEOU 

SE 

TR 

SI 

PC 

PR 

PU 
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taken to include samples in all age groups, genders, residing areas, educational 

background, occupation and income levels. Questions related to usage pattern and 

frequency were also included in the questionnaire to get an overall idea of the 

respondents. The antecedents of adoption chosen for the study were Perceived 

Usefulness, Perceived Ease of Use, Trust, Self-Efficacy, Perceived Risk, Perceived 

Cost and Social Influence. 37 statements of antecedents of adoption and 3 statements 

of actual adoption were finally included in the study. The relation of these antecedents 

to Actual Adoption (AADOP) is tested in this study using Stepwise Multiple 

Regression analysis. 

ANALYSIS 

The primary data collected were checked for their reliability/ internal consistency by 

means of Cronbach’s Alpha and later the relation among the independent and 

dependent variables were tested using Step-wise multiple regression. 

Reliability 

Sl.No. Variables Cronbach's 

Alpha 

Number of 

Items 

1. Trust (TR) .900 8 

2. Perceived Usefulness (PU) .875 6 

3. Social Influence (SI) .907 5 

4. Self-Efficacy (SE) .822 5 

5. Perceived Cost (PC) .861 5 

6. Perceived Risk (PR) .764 5 

7. Perceived Ease of Use (PEOU) .842 5 

8. Actual Adoption (AADOP) .837 3 

 

Overall Adoption 

Cronbach's Alpha Number of Items 

.920 40 

 

 

The values of Cronbach’s Alpha ranges from 0.764 to 0.907 for components and its 

overall value is 0.920. It is clear from the above tables that reliability of components as well 

as its total is far above the threshold which ensures internal consistency of the data under 

study. 

 

 

 

JASC: Journal of Applied Science and Computations.

Volume VI, Issue VI, JUNE/2019

ISSN NO: 1076-5131

Page No:2089



Stepwise Regression 

     Model Summary 

Model R R Square Adjusted R 

Square 

Std. Error 

of the 

Estimate 

Durbin-

Watson 

1 .625a .390 .389 1.65374  

 

 

 

 

 

 

1.891 

2 .659b .434 .431 1.59541 

3 .672c .452 .448 1.57189 

4 .681d .463 .458 1.55752 

5 .686e .471 .465 1.54768 

 

a. Predictors: (Constant), PU 

b. Predictors: (Constant), PU, SE 

c. Predictors: (Constant), PU, SE, TR 

d. Predictors: (Constant), PU, SE, TR, PEOU 

e. Predictors: (Constant), PU, SE, TR, PEOU, SI 

f. Dependent Variable: AADOP 

 

A forward stepwise regression was conducted to find out which of the seven predictor 

variables have a significant relationship with dependent variable Actual Adoption (AADOP). 

The stepwise regression identified five models. In the first model the value of R2 is 0.39 and 

adjusted R2 is 0.389, which means 39% of the variability of the dependent variable is 

determined by the predictor variable, Perceived Usefulness (PU). In the second model the R2 

is 0.434 and adjusted R2 is 0.431, which means that 43% of the variability of the dependent 

variable is determined by the predictor variables Perceived Usefulness (PU) and Self- 

Efficacy (SE). The third model has an R2 value of 0.452 and adjusted R2 is 0.448, where 45% 

of the variability in the dependent variable is predicted by the independent variables 

Perceived Usefulness (PU), Self- Efficacy (SE) and Trust (TR). In the fourth model, in which 

the R2 value is 0.463 and adjusted R2is 0.458, approximately 46% of variability of the 

dependent variable is determined by the predictors Perceived Usefulness (PU), Self-Efficacy 

(SE), Trust (TR), and Perceived Ease of Use (PEOU). Finally, in the fifth model the value of 

R2 is 0.471 and adjusted R2 is 0.465, where approximately 47% of the variability of the 

dependent variable Actual adoption (AADOP) is explained by Perceived Usefulness (PU), 

Self-Efficacy (SE), Trust (TR), Perceived Ease of Use (PEOU) and Social Influence (SI). 

Durbin-Watson is the statistic test for autocorrelation. If the value lies between 1.5 

and 2.5, it indicates independence of observations (Garson, 2010). The value in the above 

table is 1.891, which is within the threshold limits and therefore there is no autocorrelation in 

the observations.  
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ANOVA 

Model Sum of 

Squares 

df Mean 

Square 

F Sig. 

1 
Regression 691.058 1 691.058 252.686 .000b 

Residual 1080.267 395 2.735   

Total 1771.325 396    

2 
Regression 768.458 2 384.229 150.954 .000c 

Residual 1002.867 394 2.545   

Total 1771.325 396    

3 
Regression 800.285 3 266.762 107.964 .000d 

Residual 971.040 393 2.471   

Total 1771.325 396    

4 
Regression 820.383 4 205.096 84.545 .000e 

Residual 950.942 392 2.426   

Total 1771.325 396    

5 
Regression 834.762 5 166.952 69.700 .000f 

Residual 936.563 391 2.395   

Total 1771.325 396    

a. Dependent Variable: AADOP 

b. Predictors: (Constant), PU 

c. Predictors: (Constant), PU, SE 

d. Predictors: (Constant), PU, SE, TR 

e. Predictors: (Constant), PU, SE, TR, PEOU 

f. Predictors: (Constant), PU, SE, TR, PEOU, SI 

 

F-test of regression coefficient explains whether the independent variable associated 

with it is contributing significantly to the variance accounted for in the dependent variable. 

The five F-tests reported in the above table correspond to the five models of the step wise 

regression. The p-value for all the five models is 0.000, which means that they are all 

significant at 1% level of significance. In other words, the variance explained by the 

independent variables that are represented by each of the models is statistically significant. 

 

 The first model is statistically significant F (1, 395) = 252.686, p value = 0.000 and 

account for 39% of variance in the dependent variable, Actual Adoption (AADOP) which is 

explained by Perceived Usefulness (PU). The second model is statistically significant F (2, 

394) = 150.954, p value = 0.000 and account for 43% of the variance in the dependent 

variable, Actual Adoption (AADOP), which is explained by Perceived Usefulness (PU) and 

Self Efficacy (SE). The third model is statistically significant F (3,393) = 107.964, P value = 

0.000 and account for 45% of variance in the dependent variable Actual Adoption (AADOP), 

which is explained by Perceived Usefulness (PU), Self -Efficacy (SE) and Truth (TR). The 

fourth model is also statistically significant F (4,392) = 84.545, P value =0.000 and account 

for 46% of the variance in the dependent variable Actual Adoption (AADOP), which is 

explained by Perceived Usefulness (PU), Self-Efficacy (SE), Trust (TR), and Perceived Ease 

of Use (PEOU). The predictor model i.e., the fifth model, contained five of the seven 

predictors and it reached the fifth step with no variables removed. The model was statistically 

significant F (5, 391) = 69.700, p value 0.000 accounting for 47% of variance in the 
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dependent variable Actual Adoption (AADOP), which is explained by the independent 

variables Perceived Usefulness (PU), Self-Efficacy (SE), Trust (TR), Perceived Ease of Use 

(PEOU) and Social Influence (SI). 

 

     Step-wise Regression 

Model Unstandardize

d Coefficients 

Standardized 

Coefficients 

t Sig. Collinearity 

Statistics 

B Std. 

Error 

Beta Tolerance VIF 

1 (Constant) 2.547 .624  4.081 .000   

PU .389 .024 .625 15.896 .000 1.000 1.000 

2 (Constant) .419 .715  .587 .558   

PU .324 .026 .519 12.243 .000 .798 1.253 

SE .176 .032 .234 5.514 .000 .798 1.253 

3 (Constant) -.449 .745  -.603 .547   

PU .297 .027 .477 10.981 .000 .739 1.353 

SE .131 .034 .174 3.867 .000 .688 1.453 

TR .077 .021 .160 3.589 .000 .701 1.427 

4 (Constant) -.788 .747  -1.054 .292   

PU .241 .033 .387 7.251 .000 .482 2.075 

SE .115 .034 .152 3.369 .001 .669 1.494 

TR .066 .021 .137 3.060 .002 .679 1.472 

PEOU .118 .041 .157 2.878 .004 .462 2.164 

5 (Constant) -.849 .743  -1.143 .254   

PU .222 .034 .356 6.541 .000 .457 2.190 

SE .123 .034 .164 3.626 .000 .662 1.510 

TR .054 .022 .112 2.455 .015 .645 1.550 

PEOU .111 .041 .147 2.712 .007 .460 2.175 

SI .052 .021 .102 2.450 .015 .773 1.294 

 

Multiple Regression Analysis with stepwise procedure was performed to determine 

the most dominant variables affecting the dependent variable, Actual Adoption (AADOP). It 

is illustrated that Perceived Usefulness (PU), Self-Efficacy (SE), Trust (TR), Perceived Ease 

of Use (PEOU) and Social Influence (SI) affect Actual Adoption (AADOP). The p-value 

ranges from 0.000 to 0.015. On examining the fifth model in the above table, Perceived 

Usefulness (PU) is the most dominant predictor of Actual Adoption (AADOP) with (Beta = 

0.356, t-value = 6.541, Sig =0.000). The other predictors are Self-Efficacy (SE) with (Beta 

=0.164, t-value = 3.626, Sig = 0.000), followed by Trust (TR) with (Beta = 0.112, t-value = 

2.455, Sig = .015), Perceived Ease of Use (PEOU) with (Beta = 0.147, t-value =2.712, Sig = 

0.007) and lastly the predictor Social Influence (SI) with (Beta = 0.102, t-value = 0.015, Sig = 

0.015). These five variables in the fifth model have an R2 value of 0.471 and adjusted R2 

value of 0.465 contributing to an approximate 47% of the variance in the dependent variable 

Actual adoption (AADOP). The regression equation can be framed as follows 

AADOP = - 0.849 + 0.222 PU + 0.123 SE + 0.054 TR + 0.111 PEOU + 0.052 SI 
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FINDINGS 

The above table reveals that the relationship of Perceived Cost (PC) and Perceived 

Risk (PR) on the fifth model is insignificant and therefore does not appear in the table. This 

result in conformity with the findings of (Ki Soon Lee et al., 2007) that perceived risk had an 

insignificant direct relationship with adoption behaviour, the effect of it is only 

indirect.Similarly, perceived cost and perceived risk did not show any effect on users’ 

intentionto use mobile banking directly(Ali Alsoufi and Hayat Ali, 2014). Both Perceived 

Cost (PC) and Perceived Risk (PR) have a negative effect on intention to use and actual 

adoption of mobile banking. A multicollinearity situation is declared when high correlation is 

identified between two or more predictor variables under consideration which can potentially 

cause problems in investigating the roles of the independent variables in the success of the 

model being analysed (Brace et.al, 2006; Dwivedi et.al, 2006). It is identified through 

tolerance and Variance Inflation Factor (VIF). The tolerance has to be above 0.2 the 

maximum allowed VIF value is 5 (Garson 2010). In the above table it is clear that tolerance 

values are all above 0.2 and the VIF ranges from 1.000 to 2.190 much below 5. Therefore no 

multicollinearity is found in the analysis. 

However, Perceived Usefulness (PU), Self-efficacy (SE), Trust (TR), Perceived Ease 

of Use (PEOU) and Social Influence (SI) have a significant relation with Actual Adoption 

(AADOP) of mobile banking. This is consistent with the findings of the study by (Amit 

Shankarand Pooja Kumari, 2016)in which it is unveiled that awareness, usefulness, ease of 

use, compatibility, self-efficacy, security and privacy risk, social influence and financial cost 

were having a significant impact on m-banking adoption intention of consumer in India. 
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Abstract
The slow solvent evaporation technique has been employed for the synthesis of l-arginine perchlorate (LAPCl) single crystals. 
The grown crystals are doped with 1, 2 and 3 mol% of  MnCl2. The Powder X-ray Diffraction (PXRD) analysis confirmed 
that the pure and doped crystals belong to the orthorhombic crystal system with non-centrosymmetric space group P212121. 
The incorporation of dopants has been confirmed by Laser-Induced Breakdown Spectroscopy (LIBS) and Energy Dispersive 
X-ray Analysis (EDX). The modification in the linear optical properties has been analyzed by measuring the cut off wave-
length, band gap, Urbach energy and the refractive index of the pure and doped crystals. The changes in the nonlinearity of 
the LAPCl have been studied by open aperture Z-scan technique and found that two-photon absorption (2PA) coefficient 
increased with increasing the dopant concentration. The dielectric properties, electronic polarizability and thermal properties 
of the pure and doped crystals are also studied.

1 Introduction

Recently, great efforts have been made by many materials 
scientists to search for an appropriate semi-organic mate-
rial exhibiting high nonlinearity and reasonable success in 
synthesizing bulk size single crystals which are favorable 
for device fabrication [1–7]. The studies on organic and 
semi-organic nonlinear optical materials have got greater 
attention due to their high flexibility in molecular design 
and high nonlinear optical efficiency [8]. The research on 
this way resulted in the invention of a new phase matchable 
amino acid based semi-organic crystal. The unique charac-
teristics of amino acids like molecular chirality, the absence 

of strongly conjugated bonds and zwitterionic nature make 
them an ideal candidate among organic single crystals [9]. 
l-Arginine is an essential amino acid with a basic side 
chain and hydrophilic character. The l-arginine perchlorate 
(LAPCl) prominent among L-arginine complexes has been 
synthesized by Monaco et al. [10]. The LAPCl crystallizes in 
the orthorhombic crystal system with space group P  212121 
[11]. The Second Harmonic Generation Efficiency (SHG) 
test performed by Tapati Mallik and Tanusree Kar shows 
that it is higher than KDP [12]. The mechanical and dielec-
tric studies conducted by Aruna et al. [13] revealed that the 
LAPCl crystal has anisotropic mechanical properties along 
different crystallographic directions and low values of the 
dielectric constant at high frequencies. The low dielectric 
constant value of LAPCl makes it a tool for high-speed elec-
tro-optic modulation [14] and indicates that this material is 
suitable for the development of NLO devices. Even though 
the growth and characterization studies of the LAPCl single 
crystals have been studied by many researchers [15–18], the 
effect of  MnCl2 on the electrical, thermal and optical proper-
ties of the LAPCl is studied for the first time.

The effects of the substitution and inclusion of metal-
lic dopants in various single crystals with nonlinear optical 
properties have already been reported by many researchers. 
Studies conducted by Haja Hameed et al. [19] showed that 
addition of Magnesium (Mg) into the l-Arginine Phosphate 
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crystal enhances the crystal growth and dipolar strength. Kar 
et al. [20] studied the optimization of Chromium (Cr) dop-
ing on Lithium Niobate  (LiNbO3) crystals for tunable laser 
applications. The SHG efficiency of Zinc Tris-thiourea Sul-
phate (ZTS) has been enhanced by the doping of Potassium 
Iodide (KI) [21]. Lithium (Li) doping on l-Alanine crystals 
enhanced the thermal stability, hardness and SHG efficiency 
of the parent crystal [22]. Terbium ion  (Tb3+) addition on 
l-Histidine Hydrochloride Monohydrate (LHHC) single 
crystals showed that the doped crystal is a potential candi-
date for radiation detector applications [23].

Manganese ions have the greatest spin (S = 5/2) in the 
ground state so that there may be a considerable change in 
the physico-chemical properties of the host matrix by the 
addition of  MnCl2 [24]. The optical nonlinearity on wide 
band gap semiconductor material ZnO increased in increas-
ing the concentrations of Mn has been reported [25]. L-argi-
nine perchlorate (LAPCl) is a wide band gap (5.56 eV) mate-
rial and its optical transparency is in the entire visible region, 
so it can be used as a good second harmonic generator.

From the literature, we came to know that one can eas-
ily optimize the growth conditions and tailor the physico-
chemical properties in a desired manner by the addition of 
suitable dopants.

2  Experimental procedure

2.1  Synthesis of LAPCl crystal

It is observed from earlier investigations that, the tempera-
ture coefficient of solubility is relatively large and positive, 
so it is possible to grow large single crystals of LAPCl by 
slow cooling and slow evaporation methods [26]. So the 
slow evaporation method is employed for the growth of pure 
and doped LAPCl. The pure LAPCl single crystals are syn-
thesized by the reaction of AR grade reactants L-arginine 
and Perchloric acid in the equimolar ratio in Millipore water 
of resistivity 18.2 M Ω-cm according to the following chem-
ical reaction (Fig. 1).

Since  MnCl2 dissociates into  Mn2+ and  Cl− ions, which 
is important for the incorporation into the parent crystal, the 
doped crystals are prepared by adding 1, 2 and 3 mol% of 
 MnCl2 into the saturated solution of the LAPCl at ambient 
temperature. Small seed crystals are formed by spontaneous 

nucleation within a week. The defect-free good quality crys-
tals are chosen for further growth. Good quality crystals 
with a slightly brown colour of dimensions 15 × 4 × 2 mm3, 
18 × 4 × 2 mm3 and 10 × 3 × 21 mm3 are obtained according 
to the increasing doping concentration after a month. The 
synthesized crystals are purified further by re-crystallization. 
The as-grown crystals of pure and  MnCl2 doped LAPCl are 
shown in Fig. 2a–d. As the doping percentages increase, the 
LAPCl crystal becomes darker and darker.

3  Characterization techniques

The diffracting planes of the crystal are indexed from the 
Powder X-ray diffraction data. The diffraction data were 
collected using a Rigaku Miniflex 600 X-ray diffractometer 
with  CuKα radiations. The presence of the  MnCl2 in the 
LAPCl single crystals is confirmed through Laser-Induced 
Breakdown Spectroscopy (LIBS) and Energy Dispersive 
X-ray Analysis (EDX). The SEM integrated with EDX was 
done with Hitachi S-3200N scanning electron microscope 
operating at 20 kV (EDX system: Oxford INCA system with 
PentaFET Precision INCA X-act). The linear optical char-
acteristics of the pure and doped LAPCl single crystals are 
studied using Jasco V 670 spectrophotometer in the wave-
length range 200 nm to 700 nm. The nonlinear absorption 
coefficients of the pure and doped LAPCl single crystals 
are found using the open aperture Z-scan technique [27], 
in which the transmittance of the material is measured for 
different input light intensities. For this, a laser beam is 
first focused using a convex lens (the focal point is taken as 
z = 0), and the sample is moved through the beam path from 
− z to + z, with the transmittance being measured at fixed 
intervals. From the transmission values thus collected for 
various sample positions with respect to the beam focus, the 
nonlinear absorption coefficient of the sample can be calcu-
lated using appropriate equations. The photoluminescence 
(PL) spectra of the pure and doped crystal are recorded using 
Horiba Fluorolog Fluorescence Spectrometer.

The dielectric properties of the pure and doped crystals 
are studied by the measurement of capacitance and dielectric 
loss using HIOKI 3532 LCR HiTESTER. The polarizability 
calculations are also done from the high-frequency dielectric 
constant. Thermogravimetric Analysis (TGA) and Differ-
ential Scanning Calorimetry (DSC) are carried out for the 

Fig. 1  Structural formulae representation of reactants and products
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pure and doped samples of LAPCl using PerkinElmer’s STA 
6000 Simultaneous Thermal Analyzer within the tempera-
ture range 35 °C to 400 °C. The measurements are done in 
nitrogen atmosphere with a heating rate of 10 °C/min.

4  Results and discussion

4.1  Powder X‑ray diffraction (PXRD) study

The structure of the pure and doped LAPCl single crystals is 
confirmed through Powder X-ray Diffraction (PXRD) analy-
sis and is given in Fig. 3. The reference X-ray diffraction 
profile of the pure LAPCl is generated from the crystallo-
graphic information file (.cif) deposited in the Cambridge 
Structural Database (CSD) [28] by Srinivasan and Rajaram 
[11] with reference code 110014(CSD –REFCOD: 110014). 
The powder X-ray diffraction profile is generated using the 
Mercury software [29]. The powdered samples are scanned 
over the range 10° to 60° with  CuKα radiation of the wave-
length of 1.54059 Å at room temperature. The changes in the 
lattice parameters are studied by indexing the powder pat-
tern of pure and doped LAPCl single crystals using EXPO 

2014 [30] program. The calculated crystal parameters are 
tabulated in Table 1. From the table, it is observed that the 
cell parameters of pure and doped crystals are almost the 
same and it belongs to the orthorhombic crystal system with 
space group P212121. However, there is an increase in unit 
cell volume with the increase in doping concentration. The 
slight changes in the peak intensities on the X-ray diffraction 
profiles of doped LAPCl crystal as compared to the pure 
may be due to the occurrence of strain in the lattice due to 
the presence of the dopant  MnCl2.

4.2  Laser‑induced breakdown spectroscopic (LIBS) 
studies

The LIBS spectra of pure and  MnCl2 doped LAPCl crystals 
are shown in Fig. 4a, b.The complete experimental setup 
can be found elsewhere [31]. In brief, the plasma produced 
on the sample surface by focusing a 7 ns Nd:YAG laser 
pulse operating at 532 nm with a repetition rate of 1 Hz. 
Figure 4a, b leads to spectral emissions in 245–260 nm and 
260–850 nm region respectively.

It is observed that, the LIBS spectra contain several dis-
crete peaks which correspond to the emission of the different 

Fig. 2  a Pure LAPCl crystal, b–d  MnCl2 doped LAPCl crystals
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Fig. 3  X-ray diffraction pat-
terns of pure and  MnCl2 doped 
LAPCl single crystals

Table 1  Lattice parameters of 
pure and  MnCl2 doped LAPCl 
single crystals

Lattice parameters Pure LAPCl 1 mol %  MnCl2 
doped LAPCl

2 mol %  MnCl2 
doped LAPCl

3 mol % 
 MnCl2 doped 
LAPCl

a (Å) 13.8192 13.8273 13.8319 13.8390
b (Å) 16.5738 16.5765 16.573 16.5812
c (Å) 5.0827 5.0817 5.0813 5.0822
α (deg) 90.000 90.000 90.000 90.000
β (deg) 90.000 90.000 90.000 90.000
γ (deg) 90.000 90.000 90.000 90.000
Volume (Ǻ3) 1164.15 1164.78 1164.84 1166.22
Space group P21 21 21 P21 21 21 P21 21 21 P21 21 21

Crystal system Orthorhombic Orthorhombic Orthorhombic Orthorhombic
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elements present in the sample. All the peaks have been 
identified and assigned to different neutral and ionic states 
using Atomic Spectra Database (ASD) available on the 
NIST website [32]. All the characteristic emission lines are 
represented at their corresponding wavelengths as illustrated 
in Fig. 4a, b. The presence of Na, Ca and Mg lines could be 
due to the impurities from the time of material preparation/
handling. Chlorine (Cl) spectral lines are not observed in 
the LIBS spectra as most of the strong Cl spectral lines are 
observed in deep UV region (80–140 nm) where the spectral 
sensitivity of the spectrometer starts from 220 nm.

It has been observed that the spectral intensity of the char-
acteristic manganese line (Mn II-259.38 nm) is increased 
almost linearly with the doping percentage as shown in Fig. 5.

4.3  Energy dispersive X‑ray analysis (EDX)

The incorporation of the manganese (Mn) and chlorine (Cl) 
in the LAPCl single crystals is also confirmed by using the 
Energy Dispersive X-ray Analysis (EDX). It can be seen that 
the estimated percentages of the manganese is less than chlo-
rine. This is because the element chlorine is a part of the par-
ent sample LAPCl. The Table 2 gives the atomic percentages 
(%) of the elements present in pure and doped LAPCl single 
crystal. From Fig. 6a it is clear that the characteristic peaks of 

the elements manganese (MnKα1 = 5.898 keV) and chlorine 
(ClKα1 = 2.622 keV) [33, 34] are present in the spectra. The 
element maps in Fig. 6b show the spatial distribution of ele-
ments in the sample. The presence of bright spots in the ele-
ment maps indicates that some of the doping material form 
areas of concentrated Mn and O on the material surfaces. 

Fig. 4  Typical LIBS spectra of pure and  MnCl2 doped LAPCl single crystal. a and b represents the spectral data in 245–260  nm and 260–
850 nm regions respectively

Fig. 5  Concentration against observed intensity of the Mn line of the 
LIBS spectra. The dotted line represents the fitted data and dots rep-
resent the experimental data
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However, the further studies on the material properties show 
that, doping is strong enough to alter some material properties 
of the sample.

4.4  Optical studies

The knowledge of the optical characteristics of the material 
such as the range of optical transparency or cut off wavelength 
and optical band gap are essential for the frequency conversion 
applications. The study has been carried out using the method 
of Diffuse Reflectance Spectroscopy (DRS). The reflectance 
data are collected from the finely powdered samples of pure 
and  MnCl2 doped LAPCl single crystals. If the sample is infi-
nitely thick i.e., if a further increase in thickness will not 
change the reflectance, then we can denote the reflectance by 
the term R∞

(
R∞ =

Rsample

Rstandard

)
 [35]. For the calculation of band 

gap and Urbach energy one should calculate the absorption 
coefficient of the material. Kubelka and Munk [36] formulated 
a relation using scattering coefficient (S), the absorption coef-
ficient (K), andR∞.

where F
(
R∞

)
 is the remission or Kubelka–Munk function. 

Reflectance spectra of pure and  MnCl2 doped LAPCl crys-
tals are shown in Fig. 7. The reduction in the transmission 
window and optical redshift for doped crystals are evident in 
the figure. Previous studies on doping in l-arginine acetate 
(LAA) single crystals showed that the optical absorption char-
acter of the pure LAA changed considerably due to the dopant 
Lithium Chloride (LiCl) [37]. An optical redshift in the cut 
off wavelength and corresponding reduction in the band gap 
(5.49 to 5.35 eV) is observed in the case of chromium-doped 
L-arginine Phosphate Monohydrate (LAP:Cr) single crystals 
[38].The optical band gap of the material is calculated using 
Tauc plot [39] method. The Tauc equation is given by, 

where C
1
 is a parameter which depends on transition prob-

ability, � is the linear absorption coefficient, h is Plank’s 

(1)K

S
=

(
1 − R∞

)
2R∞

≡ F
(
R∞

)

(2)
(�h�)2 = C

1

(
h� − Eg

)
[for direct inter band transition]

constant, � is the frequency and Eg is the optical band-
gap. If the material scatters in perfectly diffuse manner 
Kubelka–Munk absorption coefficient, K becomes equal to 
2 � (K = 2� ) [40]. Thus we can rewrite the Tauc equation 
using Kubelka–Munk function as given below

The extrapolation of the linear portion of the curve to the 
X-axis in the plot of [F

(
R∞

)
h�]

2 versus h� (Fig. 8), gives 
the value of the band gap. It is observed that the band gap of 
LAPCl crystals decreases as  MnCl2 concentration increases 
and thereby increases the conductivity of the doped crystals. 
The measured values of band gaps are given in Table 3.

The refractive index of the material is calculated using 
the formula put forward by Reddy and Nazeer Ahammed 
[41], and is given by

where n4 is the fourth power of refractive index and Eg is the 
band gap, and the values are tabulated in Table 3. The addi-
tion of dopant causes a small change in the refractive index.

Tailing in the forbidden band gap due to the presence of 
defects have been studied using the method developed by 
Urbach. During the electronic transition between the top 
of the valence band to the bottom of the conduction band, 
any disorder encountered by the electron causes density of 
states tailing into the energy gap. This defect tail extending 
into the energy gap is called Urbach tail [42]. The spectral 
dependence of the absorption coefficient � or F(R) in the 
electronic transition region involving the tail states can be 
represented by Urbach rule [43] and is given by

where �
0
 is a constant, h� is the photon energy and Eu is 

the Urbach energy that reflects the structural disorder or the 
width of the exponential absorption edge.

Taking the logarithm of the Eq. (5), we get,

which is a linear equation with slope 1
Eu

 and ln�
0
 as Y  inter-

cept. Therefore the inverse of the slope of the straight line 
portion in ln [F(R)] versus h� plot gives the value of Urbach 
energy. The Urbach plot is depicted in Fig. 9.

The obtained optical parameters are tabulated in 
Table 3. It is observed that the cut off wavelength, Urbach 
energy and the refractive index of the doped crystal 
increases as the concentration of  MnCl2 increases while 
that of the band gap energy decreases.

(3)
[
F
(
R∞

)
h�

]2
= C

2

(
h� − Eg

)

(4)n4
(
Eg − 0.365

)
= 154

(5)� = �
0
e

h�

Eu

(6)ln� = ln�
0
+

h�

Eu

Table 2  Atomic percentages of pure and  MnCl2 doped LAPCl single 
crystals

Element Atomic percentage (%)

Pure LAPCl 1 mol% 
 MnCl2 doped 
LAPCl

2 mol% 
 MnCl2 doped 
LAPCl

3 mol% 
 MnCl2 doped 
LAPCl

OK 76.41 76.02 71.00 75.11
ClK 23.59 22.87 27.20 22.96
MnK – 1.12 1.79 1.93



Journal of Materials Science: Materials in Electronics 

1 3

Fig. 6  a EDX spectra of pure 
and  MnCl2 doped LAPCl 
single crystals. b SEM images 
and Element map of pure and 
 MnCl2 doped LAPCl single 
crystals
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Fig. 6  (continued)

Fig. 7  Reflectance spectra of pure and  MnCl2 doped LAPCl single 
crystals Fig. 8  Tauc plot of pure and  MnCl2 doped LAPCl single crystals
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Photoluminescence studies give information about dif-
ferent energy states which are responsible for the radiative 
recombination between the valence band and conduction 
band. The LIBS and EDX studies clearly show the presence 
of manganese and chlorine ions in the doped sample with 
increasing  MnCl2 concentration. Photoluminescence (PL) 
spectroscopy can be used to study the influence of metallic 
ion  Mn2+ at the inter-band transition of electrons. Transi-
tion metal ions have an incompletely filled d-shell. Mainly 
the number of 3d electrons and the crystal field determine 
the optical properties of the transition metal ions such as 
 Mn2+. The  Mn2+ ion has  3d5 electronic configurations and 
is hole attractive in nature. The PL spectra of pure and doped 
LAPCl are shown in Fig. 10. It is observed that the intensity 
of the spectra decreased with doping concentration and the 
peak centers show slight shifts. All the peaks are found near 
to the visible region. The peak of the pure LAPCl centered at 
402 nm (3.09 eV) is shifted to 410 nm (3.02 eV) for 1 mol% 
of  MnCl2 concentration. For 2 mol% and 3 mol% of  MnCl2 
concentration, the peak centers shifted towards the lower 
wavelength region. The observed peak centers are 407 nm 
(3.05 eV) and 393 nm (3.15 eV) respectively. The addition 

of the metallic dopant increases the defect states in the mate-
rial and causes to the reduction in intensity of the PL peaks.

4.5  Z‑scan measurement

Z-scan measurements of the pure and  MnCl2 doped LAPCl 
single crystals are carried out using the frequency-doubled 
output (532 nm) of a Q-switched Nd:YAG laser (MiniliteI-
Continuum). The laser pulse duration is 5 ns. The laser had a 
Gaussian beam cross-section and the focal length of the used 
plano-convex lens is 10 cm. The LAPCl sample is dissolved 
in double distilled water and the solution is taken in a 1 mm 
path length glass cuvette, which is fixed on a stepper motor 
controlled translation stage. The sample is moved through the 
beam path [from − z to + z]. The sample experiences different 
optical intensities at different positions. The transmitted energy 
at each position is measured using a pyroelectric detector 
(Rjp 735, Laser probe Inc). From the collected data, a graph 
between sample position (z) and normalized transmittance 
 (Tnor) can be plotted. The nonlinear nature of the sample can 
be identified from the shape of the obtained graph. A smooth 
valley shaped curve symmetric about the focal point (z = 0) 
reveals the non-linear absorptive nature of the sample. The 
open aperture Z-scan curves obtained for the pure and doped 
crystals are shown in Fig. 11.

Table 3  Optical parameters of 
pure and  MnCl2 doped LAPCl 
single crystals

Sample Cutoff wave-
length
(nm)

Bandgap energy 
 Eg(eV)

Urbach energy
Eu (meV)

Refractive 
index (n)

Pure LAPCl 227 5.56 252 2.33
1 mol%  MnCl2 doped LAPCl 230 5.45 301 2.34
2 mol%  MnCl2 doped LAPCl 235 5.39 306 2.35
3 mol%  MnCl2 doped LAPCl 239 5.31 315 2.36

Fig. 9  Plot of ln[F(R)] versus photon energy

Fig. 10  PL spectra for pure and  MnCl2 doped LAPCl crystals
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For estimating the nonlinear optical parameters, we note 
that for a spatially Gaussian laser pulse of energy  Ein, the flu-
ence (energy density)  Fin(z) at any position z can be obtained 
from the relation,

where the beam radius �(z) is given by

�
0
 is the focal spot size and z

0
 is the Rayleigh length given 

by z
0
= ��

0
2∕� . In general, the nonlinear transmission will 

have contributions from both reverse saturable absorption 
(RSA, sometimes referred to as effective two-photon absorp-
tion in literature) [44, 45] and saturable absorption (SA) 
[46]. The net nonlinear absorption coefficient is then given 
by,

(7)Fin(z) = 4(ln2)
1

2Ein

/
�

3

2�(z)2

(8)�(z) = �
0

[
1 +

(
z

z
0

)2
] 1

2

(9)
�(I) =

�
0

1 +
(

I

Is

) + �I

where �
0
 is the linear absorption coefficient, I and Is are input 

laser intensity and saturation intensity, respectively, and � is 
the RSA coefficient. Is and � can be obtained by fitting the 
nonlinear pulse propagation equation (Eq. 10)numerically 
to the measured transmission data. The obtained values are 
tabulated in Table 4. 

From Fig. 11, it is clear that the experimental data and the 
theoretical fits are in good agreement with each other. The 
optical limiting curves for the samples, which are shown in 
Fig. 12, are calculated from Fig. 11. From the figures and the 
table, it can be seen that the RSA coefficient and the opti-
cal limiting efficiency increased with the doping concentra-
tion. Because of the good limiting efficiency, these materials 
have the potential to be used as efficient optical limiters for 
the protection of human eyes and sensitive optical detectors 
from harmful laser radiation.

(10)
dI

dx
= −

⎡
⎢⎢⎢⎣

�
0�

1 +
I

Is

� + �I

⎤
⎥⎥⎥⎦
I

Fig. 11  Open aperture Z-scan curves measured in pure and doped 
LAPCl crystals, using 5 ns laser pulses at 532 nm

Table 4  Nonlinear optical 
parameters (β and  Is) 
determined for pure and  MnCl2 
doped LAPCl single crystals, 
at the excitation wavelength of 
532 nm

Sample name Linear 
transmis-
sion

Energy
(µJ)

Spot radius
(*10−6) m

Absorption 
coefficient β
(*10−11) m/W

Saturation 
intensity  ISat
(*1012) W/
m2

Pure LAPCl 0.91 200 23 0.72 10
1 mol%  MnCl2 doped LAPCl 0.88 100 23 1.3 15
2 mol%  MnCl2 doped LAPCl 0.91 150 20 1.5 6
3 mol%  MnCl2 doped LAPCl 0.91 100 21 4.0 1

Fig. 12  Optical limiting curves of pure and doped LAPCl crystals, 
calculated from the open aperture Z-scan curves
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4.6  Dielectric studies

The dielectric constant of the material is analyzed as a function 
of frequency for different doping concentrations. The dielectric 
constant was calculated from the measured capacitance using 
the equation,

where ‘C’ is the capacitance, ‘d’ is the thickness of the 
crystal, ‘ε0’ is the permittivity of free space and ‘A’ is the 
area of the crystal. The variations of the dielectric constant 
and dielectric loss as a function of frequency for different 
doping concentration are plotted in the Figs. 13 and 14. It 
is observed that the dielectric constant and loss decrease 
with frequency and attain almost a constant value at higher 
frequencies. This is because of the fact that the four polari-
zations namely, ionic, orientational, space charge and elec-
tronic are active at lower frequencies and contribute to the 
dielectric constant. But at high frequencies, the dipoles 
cannot change their orientation with the applied frequen-
cies and are deactivated due to the ‘inertia’ of the dipoles to 
the sudden flipping of the field. So that dielectric constant 
decreases and attains a constant value at high frequencies. It 
is also inferred from the figures that the dielectric constant 
and dielectric loss increase with the dopant addition.

The ac conductivity of the material is also calculated from 
the dielectric constant, loss and applied frequency using the 
equation,

where ‘f’ is the applied frequency and ‘tanδ’ is the loss 
tangent. The conductivity curve (Fig. 15) reveals that ac 

(11)�r =
Cd

�
0
A

(12)�
ac
=2�f�

0
�
r
tan �

conductivity increases with applied frequency and doping 
concentration.

The electronic polarizability and related parameters can be 
calculated from the high-frequency dielectric constant ( �∞) 
and some crystal sample parameters such as the number of 
valence electrons (Z) density of the material ( �) and its molec-
ular weight ( M ). The relation between electronic polarizability 
and Penn gap was established by Ravindra and Srivastava [47].
The valence electron plasma energy is given by

(13)ℏ�p = 28.8

(
Z�

M

) 1

2

Fig. 13  Effect of  MnCl2 doping on the dielectric constant as a func-
tion of frequency

Fig. 14  Effect of  MnCl2 doping on the dielectric loss curve of LAPCl 
crystals

Fig. 15  Effect of  MnCl2 doping on the ac conductivity as a function 
of frequency
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where Z is the total number of valence electrons, � is the 
density of the LAPCl sample, M is the molecular mass of 
the sample, ℏ =

h

2�
and�p is the plasma angular frequency. 

The Penn gap Epand Fermi energy EF has a direct relation 
to ℏ�p and it can be written as

and

The polarizability can be calculated from Penn gap using 
the following relation

where S
0
 is a constant for the material given by,

The value of the electronic polarizability α can also be cal-
culated from the Clausius–Mossotti equation, which is given 
by

where Na is the Avogadro number. The calculated solid state 
parameters are presented in Table 5. It is observed that the 
Polarizability values obtained from Penn gap method and 
using Clausius–Mossotti equation are increasing with dop-
ing concentration. The increase in the polarizability values is 
a good character enhancement for the increase in nonlinear 
optical properties of the material. The increase in nonlin-
earity is also evident from Z-scan studies. The variations 
in the polarizability with doping concentration are depicted 
in Fig. 16.

(14)Ep =
ℏ�p

(�∞ − 1)
1

2

(15)EF = 0.2948
(
ℏ�p

) 4

3

(16)

� =

⎡⎢⎢⎣

�
ℏ�p

�2
S
0�

ℏ�p

�2
S
0
+ 3E2

p

⎤⎥⎥⎦
×

M

�
× 0.396 × 10

−24
cm

3

(17)S
0
= 1 −

[
Ep

4EF

]
+

1

3

[
Ep

4EF

]2

(18)� =
3M

4�Na�

[
�∞ − 1

�∞ + 2

]

Table 5  Electronic polarizability data of pure and  MnCl2 single crystals

Parameters Pure LAPCl 1 mol%  MnCl2 doped LAPCl 2 mol%  MnCl2 doped LAPCl 3 mol%  MnCl2 doped LAPCl

Electron plasma energy(
ℏ�

p

) 21.9629 eV 21.9571 eV 21.9583 eV 21.9455 eV

Penn gap 
(
E
p

)
1.4577 eV 1.4415 eV 1.4354 eV 1.4136 eV

Fermi energy 
(
E
F

)
18.1320 eV 18.1256 eV 18.1269 eV 18.1129 eV

Polarizability (α) from Penn 
Model

6.8530*10−23 cm3 6.8586*10−23 cm3 6.8587*10−23 cm3 6.8692*10−23 cm3

Polarizability (α) from Clau-
sius–Mossotti equation

6.8658*10−23 cm3 6.8713*10−23 cm3 6.8714*10−23 cm3 6.8819*10−23 cm3

Fig. 16  Effect of  MnCl2 doping on polarizability of the LAPCl single 
crystals

Fig. 17  TGA curves of pure and  MnCl2 doped LAPCl single crystals
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4.7  Thermal studies

The TGA and DSC curves of pure and doped LAPCl sin-
gle crystals are shown in Figs. 17 and 18 respectively. It is 
observed from the TGA curves that the decomposition of 
the pure LAPCl sample is two-step decomposition. The first 
step is found at 257 °C, which may be due to the elimination 
of the volatile substances such as  CO2,  NH3 and oxides of 
chlorine [12]. In the case of doped samples, the decompo-
sition also happened in two steps but the temperature dif-
ference between these steps reduced appreciably and the 
complete weight loss occurred suddenly. It is seen that the 

decomposition temperature decreased with doping concen-
tration. That is the thermal stability of the doped crystals is 
less than that of the pure crystals. This is due to the changes 
in the bond strengths by the addition of the metallic dopant 
into the pure LAPCl crystal. Same kind of thermal behav-
ior is also seen Copper (Cu) and Magnesium (Mg) doped 
l-arginine phosphate (LAP) and sulphate substituted l-argi-
nine phosphate (LASP) crystals. These crystals had shown 
reduction in their decomposition temperature compared to 
the pure LAP and LASP due to the changes in the bond 
strength by the addition of metallic dopants Cu and Mg [19].
The endothermic peak is observed at 257.04 °C followed by 

Fig. 18  DSC thermograms of 
pure and  MnCl2 doped LAPCl 
single crystals
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an exothermic peak for parent crystal. The endothermic peak 
found to be decreased with increasing the concentration of 
the dopants.

5  Conclusions

The pure and  MnCl2 doped LAPCl single crystals have 
been successfully grown by the slow solvent evaporation 
technique. The changes in the structure of pure and doped 
LAPCl crystals are studied using powder X-ray diffraction 
analysis. It is found that the cell parameters are almost same 
for pure and doped crystals. However there is a slight incre-
ment in the unit cell volume of the doped crystals. LIBS 
and EDX spectra confirmed the presence of dopant in the 
parent crystal. The optical studies proved that the band gap 
decreases whereas the refractive index and Urbach energy of 
the LAPCl increases with increasing the doping percentages. 
The dielectric properties such as dielectric constant, loss 
and ac conductivity are found to be increased by increasing 
the percentages of  MnCl2. The electronic polarizability is 
also increased in the doped crystal. The doped crystal is 
thermally less stable as compared with the parent crystal. 
The nonlinearity studies revealed that the RSA coefficient 
and the optical limiting efficiency of the parent crystal are 
increased in the doped crystal. Thus by varying the mole 
percentages of  MnCl2, one can easily tailor the optical and 
electrical properties of the LAPCl single crystals and can be 
made use for optical limiter applications in optoelectronic 
industry.
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Abstract: IT/ software professionals are the elite category workforce in the IT industry that 

paved the way for transformation of the Indian economy. The virtual work atmosphere and 

inherent characteristics of the IT job induced the professionals to work under a hectic 

environment. Global economic transformation has added something to this crisis. All these 

aspects lead to occupational stress among the young ‘techies’ in the sector and has broad 

effects at the hierarchical dimension. Current study investigates the job stress factors and the 

impact of these factors on the motivation and job satisfaction of software professionals in 

Kerala. An analysis of 438 professionals working in the three IT parks of Kerala was carried 

out. Regression analysis reveals that occupational stress factors negatively impact the 

motivation and job satisfaction of the professionals with role ambiguity, fear of obsolescence, 

grievance redressal mechanism, appraisal and promotion issues, work-life collision, strained 

relations and cognitive and other demands as major predictors. 

 

Key words: Occupational stress, IT professionals, job stress factors, motivation, job satisfaction. 

 

I. Introduction 

Stress is a person's reaction to a changing, requesting condition (LeBlanc, 2009). It is 

about one's capacity to manage the change, as opposed to whether the change leaves one to 

remain pleasant or not. Change happens unendingly and stress is the response of an 

individual when he is reacting to it. Attracting and retaining qualified and talented human 

resource is a prerequisite for the effective functioning of any business organisation.  

Motivation and job satisfaction are two such perspectives fundamental to stay away 

from brain drain at any cost. While motivation is an internal urge that empowers the workers 

through activities towards the fulfillment of results, job satisfaction is the inward delight that 

gets from the accomplishment of results. There is a solid positive linkage between job 

satisfaction and motivation. Motivation is communicated as the readiness of an individual to 

apply high level of effort towards the accomplishment of organisational objectives, 

conditioned by the effort’s capacity to fulfill some individual need. Job Satisfaction is 

considered as a positive passionate feeling resulting from jobs. 

Stressed workers are generally poorly motivated, unhealthy, less productive and less 

satisfied at work (Goswami, 2015; Lopes & Kachalia, 2016; Park, 2007). Thus occupational 

stress factors contribute to decreased motivation, job satisfaction, decreased quality of work, 

high rate of absenteeism and staff turnover, diminished employee and organisational 

performance. 
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II. Literature Review 

Occupational stress is a developing concern (Altangerel, Ruimei, Elahi, and Dash, 

2015; Bickford, 2005; Damle, 2012; Mirela and Madalina-Adriana, 2011; Ngomani, 2015) 

for workers in IT sector especially those who perform their jobs as software professionals. As 

an exceptionally gifted and testing territory of work, they are exposed to numerous 

contributors of stress such as demand, work overload, skill variety, time pressure, role 

ambiguity, role conflict, strained workplace relationships, keeping themselves updated with 

rapid technological change, responsibility towards the organisation, job insecurity, poor 

incentive structure etc. (Bamba, 2016; Jalagat, 2017; Karunanithy and Ponnampalam, 2013; 

Priya, 2016).  

Numerous studies listed out the factors that act as motivators for software engineers 

in their work contexts. These aspects include recognition, job security, technically 

challenging work, feedback, flexible work arrangements, supportive management, employee 

participation, opportunities for growth and rewards and incentives (Beecham,  Baddoo, Hall, 

Robinson, & Sharp, 2008; Cesar, 2014; Rehman, Mahmood, Salleh, & Amin, 2011; Sharp, 

Baddoo, Beecham, Hall, & Robinson, 2009). Unfair reward system, lack of promotional 

opportunities and less competitive pay were the main de-motivators for the software 

professionals (Rehman et al., 2011).  

Job stress is emerged as one of significant predictors of various individual and 

organisational outcomes (Singh & Singh, 2009). Impact of stress on satisfaction has been a 

subject of thorough investigation in different work fields (Adenike, 2007). While some 

studies correlated the causes of job stress to motivation and job satisfaction (Cooper, Rout, & 

Faragher, 1989; Fairbrother & Warn, 2003; Gyamfi, 2014; Sabir, Akhtar, Zakir, Nadeem, & 

Rehman, 2014), others correlated, the level of job stress to motivation and satisfaction ( 

(Abolghasemi, Azizi, Lasky, Kochaki, & Sarai,  2014; Adenike, 2007; Chaudhry, 2012; 

Khalatbari, Ghorbanshiroudi, & Firouzbakhsh,, 2013; Saeed & Farooqi, 2014; Sen, 2015; 

Zakkariya, 2015). Many studies in the area of job stress and satisfaction reported negative 

relation between the two ( Bhatti, Hashmi, Raza, Shaikh, & Shafiq, 2011; Cooper et al., 1989; 

Hendrickson, 2007; Sivacharan & Vijayakumar, 2014).  

III. Objective of the Study 

The main objective of the present study is to assess the impact of occupational stress 

factors on motivation and job satisfaction of software professionals in Kerala. 

IV. Methodology 

Results of the study are based on a sample survey among software professionals 

working in various IT companies which were registered with NASSCOM and are located at 

Technopark, Infopark and Cyberpark,. Out of the 56 companies, 42 were selected and 438 

responses were received out of 1120 questionnaires distributed. Only those professionals with 

more than 1 year of experience in the industry were chosen. Occupational stress dimensions 

were assessed through 37 statements and motivation and job satisfaction in terms of 13 

statements. All the scale options were marked as ‘strongly agree’, ‘agree’, ‘neutral, ‘disagree’ 
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and ‘strongly disagree’ on a 5-point Likert scale with scorings as 5,4,3,2 and 1 respectively. 

Pilot study was conducted among 100 software professionals. Final questionnaires were 

distributed both as hard copy and as online survey form by hosting a separate site for the 

purpose.  

 Factor analysis explored 11 constructs as occupational stress factors among the 

software professionals, 7 out of the 13 statements as measures of motivation and 6 as the 

measures of job satisfaction. Kaiser- Meyer- Olkin Measure of Sampling Adequacy was 

0.883 in respect of motivation and job satisfaction and 0.891 for sources of occupational 

stress. Cronbach’s alpha for motivation was 0.801 and that of job satisfaction was 0.747. 

Reliability coefficients for various constructs of occupational stress ranged from 0.682 to 

0.835. The coefficients are much higher than 0.60 (Hair, Black, Babin & Anderson, 2015) 

and is close to the required minimum of 0.70 (Nunnally, 1978).  

V. Limitations of the Study 

Data collection was a tedious and time consuming effort as the IT companies 

primarily rejected to cooperate with the survey and also due to busy schedule of the 

professionals. The study was limited to companies engaged in IT services and software alone. 

There were many small and medium sized companies in and outside the three technology 

parks that had been excluded from the study. Only one category employees designated as 

software professionals were included in the sample.  

VI. Analysis and Interpretation of Data 

Results of the study are presented in the following sections:- 

 

A. Descriptive Analysis 

Descriptive analysis deals with the computation of mean and standard deviation 

scores for occupational stress dimensions, motivation and job satisfaction of the software 

professionals. Results are exhibited in Table 1. 

Table 1 
Descriptive Statistics on Occupational Stress Factors, Motivation & Job Satisfaction 

Factor label Mean  Standard Deviation 

Sources of Job Stress 

Appraisal and Promotion Issues (API) 3.17 1.08 

Work-life Collision (WLC) 3.18 1.15 

Workload (WL) 3.87 1.01 

Cognitive and Other Demands (COD) 4.14 0.79 

Job Insecurity(JI) 3.34 1.07 

Strained Relations(SR)  3.81 0.98 

Role Ambiguity (RA) 3.79 0.84 

Fear of Obsolescence (FO) 3.43 1.11 

Salary and Rewards (SaR) 3.42 1.08 

Grievance Redressal Mechanism (GRM) 3.38 0.89 

Time Pressure (TP) 3.39 1.02 

Motivation and Job satisfaction 

Motivation 3.51 0.61 

Job Satisfaction 3.33 0.69 
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Source: Primary data  

 

Mean values calculated on various occupational stress factors vary between 4.14 and 

3.17. Mean score of cognitive and other demands is the highest (4.14) and that of appraisal 

and promotion issues (3.17) is the least among 11 constructs of job performance. The mean 

scores of motivation and job satisfaction are 3.51 and 3.33 respectively.  Execution of one 

sample t-test revealed that the mean values of all the sources of occupational stress, 

motivation and job satisfaction are significant at 5 per cent significance level (p < 0.05).  

 

B. Correlation Analysis 

Correlation analysis is made find out the relationship of sources of occupational stress 

to motivation and job satisfaction. Independent variables were the sources of occupational 

stress. Motivation and job satisfaction were assumed as the dependent variables. The 

correlation matrix is presented in Table 2. 

Table 2 
Correlation Matrix of Factors 

Job Stress Dimensions 
Motivation Job Satisfaction 

Correlation Sig.(2 tailed) Correlation Sig.(2 tailed) 

Appraisal and Promotion Issues  -0.244 0.000* -0.344 0.000* 
Work-life  Collision  -0.159 0.001* -0.340 0.000* 
Workload  -0.130 0.006* -0.199 0.000* 
Cognitive and Other Demands  -0.124      0.020* -0.041        0.048* 
Job Insecurity  -0.110 0.021* -0.203 0.000* 
Strained Relations  -0.138      0.009* -0.198       0.021* 
Role Ambiguity  -0.369 0.000* -0.357 0.000* 
Fear of Obsolescence  -0.290 0.000* -0.322 0.000* 
Salary and Rewards  -0.207 0.000* -0.264 0.000* 
Grievance Redressal Mechanism  -0.176 0.000* -0.093       0.041* 
Time Pressure  -0.199 0.000* -0.272 0.000* 

Source: Primary data             (* Correlation significant at 5 per cent level) 

Pearson correlation indicated in Table 2 shows that the correlation between all the 

constructs of job stress to motivation and job satisfaction is significant at 5 per cent 

significance level (p < 0.05) and sources of occupational stress report negative correlation to 

motivation and job satisfaction. Job insecurity indicates the highest negative correlation and 

role ambiguity, the lowest negative correlation to motivation. In respect of job satisfaction, 

highest negative correlation is reported by Grievance redressal mechanism and the least by 

role ambiguity.  

C. Regression Analysis 

Result of the regression analysis performed to analyse the extent of effect of sources 

of occupational stress on motivation and job satisfaction is presented in Table 3. 

Table 3 
R2 and Result of ANOVA  

R R 2 Adjusted R2 F Value Sig. 

0.473a 0.224 0.215 24.83 0.000* 
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0.509b 0.260 0.251 30.14 0.000* 

a. Predictors (constant): RA, FO, GRM, API and COD Dependent Variable: Motivation 

b. Predictors (constant): RA, API, FO,WLC and SR     Dependent Variable: Job Satisfaction 

 

Occupational stress factors such as role ambiguity, fear of obsolescence, grievance 

redressal mechanism, appraisal and promotion issues and cognitive and other demands 

account for 21.5 per cent of the variation in motivation and role ambiguity, appraisal and 

promotion issues, fear of obsolescence, work-life collision and strained relations explain 25.1 

per cent of the variation in job satisfaction among software professionals in Kerala. Both the 

regression model fits are statistically significant at 5 per cent level of significance, since the p 

value is (0.000) less than 0.05 as per the table. Beta coefficients along with the t values are 

explained in the following tables. 

Table 4 

Beta Coefficients – Occupational Stress Factors (RA, FO,GRM,API,COD) and Motivation 

Model 

 

Beta (β) t-value Sig. 

(Constant)  8.65 0.000* 

Role Ambiguity -0.291 -6.61 0.000* 

Fear of Obsolescence -0.185 -3.87 0.000* 

Grievance Redressal Mechanism -0.130 -3.02 0.003* 

Appraisal and Promotion issues -0.131 -2.73 0.007* 

Cognitive and Other Demands -0.095 -2.17 0.030* 

Predictors (constant): RA, FO, GRM, API, COD             Dependent Variable: Motivation 

(*Significance at 5 per cent level) 

Computation of t-test statistic in Table 4, for the significance of independent variables 

report that Role ambiguity with β of -0.291 (t = - 6.61), Fear of obsolescence with β of -0.185 

(t = -3.87), Grievance redressal mechanism with β of -0.130 (t = -3.02), Appraisal and 

promotion issues with β of -0.131 (t = -2.73) and Cognitive and other demands with β of -

0.095 (t = -2.17) are significant at 5 per cent significance level (p < 0.05). The effect of these 

five variables is negative as far as motivation is concerned.  

Table 5 

Beta Coefficients –Stress Factors (RA, API, FO,WLC and SR) and Job Satisfaction 

Model 

 

Beta(β) t-value Sig. 

(Constant)  12.39 0.000* 

Role Ambiguity -0.265 -6.18 0.000* 

Appraisal and Promotion issues -0.182 -3.49 0.001* 

Fear of Obsolescence -0.144 -3.07 0.020* 

Work-life  Collision -0.168 -3.33 0.001* 

Strained Relations -0.096 -2.18 0.030* 

    Predictors (constant): RA, API, FO, WLC and SR         Dependent Variable: Job Satisfaction 

(*Significance at 5 per cent level) 

Results shown in Table 5 shows that Role ambiguity with β of -0.265 (t = -6.18), 

Appraisal and promotion issues with β -0.182 (t = -3.49), Fear of obsolescence with β of -

0.144 (t = -3.07), Work-life collision with β of -0.168 (t = -3.33) and Strained relations with β 
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of -0.096 (-2.18) are significant at 5 per cent significance level (p < 0.05). These five sources 

of occupational stress negatively contribute to job satisfaction of software professionals. 

VII. Conclusion 

Regression analysis revealed that sources of occupational stress have profound 

significant impact on the motivation and job satisfaction of software professionals in Kerala. 

As far as motivation of the software professionals are considered, five out of the eleven 

stressors such as role ambiguity, fear of obsolescence, grievance redressal mechanism, 

appraisal and promotion issues and cognitive and other demands are emerged as the 

significant predictors with statistically significant negative impact. The present finding is in 

line with the findings of study conducted by Khalatbari et al. (2013) and Wani (2013) that job 

stress indicates negative relation to motivation. Role ambiguity, appraisal and promotion 

issues, work-life collision, fear of obsolescence and strained relations have significant 

negative impact on the job satisfaction of the professionals. These five constructs are the 

prominent stressors in determining the job satisfaction. The finding of the study corroborates 

the findings of previous studies (Adenike, 2007; Bhatti et al., 2011; Fairbrother & Warn, 

2003; Hendrickson, 2007; Zeytinoglu et al., 2007) that there is a negative relation between 

job stress and job satisfaction. Other sources of occupational stress have no significant impact 

on motivation and job satisfaction of the professionals and efforts should be made to reduce 

the occupational stress emanating from these important predictors.  
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Abstract 

The present study was conducted on a sample of 150 Self-financing College teachers in the stateof 

Kerala. The sample was selected for this study randomly from districts of Kottayam and Trivandrum. The 

main purpose of the study is to identify the level of commitment towards working climate and charisma 

developed by the teachers themselves. The perception of distinct appearances may affect their work 

output: desires, demands, perceptions, acceptance, aptitude to learn, creativeness, including working 

atmosphere, remunerations, colleagues, leading pattern, legal frame work of organization, professional 

achievement. The policy makers have to make appropriate amendments in the current system of payment 

mechanism through accepting diversity in the present educational system. The Professional commitment 

of self-financing college teachers in the various districts was also found significantly different. The 

association between locus of control and teachers commitment were insignificant while applying 

correlation analysis. The results concluded that Locus of Control and job satisfaction negatively affected 

the commitment level of the teachers working in self-financing colleges. 

Keywords: Job satisfaction, Locus of control, Commitment 
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Introduction 

Teachers are the heart and soul of education. Honorificabilitudinitatibus means “the state of 

being able to achieve honours”. Good values and attitudes developed by a good teacher and 

they are competent for getting honours. Honours will erected on through excellent 

performance in career. Better performance will come only through job satisfaction and better 

working climate. Job satisfaction, locus of control and commitment in teaching profession 

also motivates and inspires the teachers. High level of motivational factors helps the 

employees for better performance. Excellent commitment and locus of control lead them to 

job satisfaction. Quality of teaching depends upon many factors. It will decide with the 

aspirants and internal urge of working teachers along with the vision of leaders of the 

institution. The personal and professional eagerness in teaching of a teacher influence their 

professional commitment.Various studies reveal that the nation is built by its citizens, 

citizens are molded by teachers. The teachers accomplish their duties along with locus of 

controlgenerated from the working climate, families and colleagues etc.The success of any 

education system depends much on the requisite qualities of the teacher. It is the quality of 

teachers, which creates excellence in every walk of life. Effective teachers are required in the 

class room because even the best curriculum and most perfect syllabus remain ineffective in the 

absence of a good teacher. Attracting and retaining high quality teachers is a prime necessity for 

a strong education system because a high quality teaching staff is the cornerstone of a successful 

education system. One step in developing a high quality faculty is to understand the factors 

associated with teaching quality and retention.Educational institutions require committed 

teachers who care for the well-being of their institution and students.Thus teacher 

performance and commitment is a crucial input in the field of education. This research would 
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helpful for identifying the various problems faced by the teachers in their work climate and 

help to identify the level of locus of control and commitment towards job satisfaction of self-

financing college teachers in Kerala. 

Job Satisfaction 

Sekar and Ranganathan (1988)analysed the issues of job satisfaction of college teachers and 

its relationship with certain factors. Salary, work characteristics, personnel policies, personal 

achievement in the profession, relationship with superiors, subordinates and colleagues, job 

security, recognition and appreciation and working conditions were identified as factors for 

job satisfaction.  

Locus of Control 

Julian B. Rotter (1954) defined Locus of Control may be the explained as an extent to which 

individuals think they could manage occasions inducing them. A person’s locus is assumed 

as either internal or external. Internal refers to the person’s belief they can control their life 

and External refers to a person’s belief that environmental factors directs their decisions and 

life, which by chance or fate will not be influenced. An external locus of control may cause 

teachers to sense like everything that is happening in their life is because of the external 

influence, such as because of colleagues, administration and God’s intervention. They don’t 

feel responsible for their own outcomes. Whereas, teachers with internal locus of control feel 

that they can change agents in their lives and have control over what is going on in the 

environment. 

Professional commitment 

According to Meyer, J.P. and Allen, N. J. (1996),the three dimensions that form organizational 

commitment can also apply to occupational (professional) commitment. These three dimensions 
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are affective commitment, normative commitment and continuance commitment. Here affective 

commitment refers to the employees' emotional attachment to his or her occupation. Normative 

commitment reflects feelings of obligation to continue with your profession. Continuance 

commitment- This refers to an awareness of the costs associated with leaving the profession, 

such as difficulty in getting another job. 

Literature Review 

Many researchers and administrators have noticed the importance of job satisfaction on a 

variety of organizational variables (Chu et al., 2003). Job satisfaction is defined by Locke 

(1976) as "a pleasurable or positive emotional state resulting from the appraisal of one's job 

or job experiences" (p. 1304). A review of the literature on work-related attitudes indicated 

that job satisfaction is a multidimensional construct consisting of many dimensions. For 

example, Spector (1997) identified nine (9) dimensions of job satisfactions as follows: pay, 

promotion, supervision, fringe benefits, contingent rewards operating procedures (required 

rules and procedures), coworkers, nature of work, and communication. 

Extant employee-attitude literature indicated the link between organizational commitments 

with various work-related outcomes. For example, in a meta-analysis Meyer, et al (2002) 

found that all three dimensions of commitment (affective commitment, continuance 

commitment and normative commitment) were negatively related to withdrawal cognition 

and turnover, and affective commitment was be more strongly related to with organization-

relevant (i.e. attendance, performance, and organizational citizenship behavior) and 

employee-relevant (i.e. stress and work-family conflict). In a similar study, Khatibi, Asadi, 

and Hamidi (2009) found a significant negative relationship between job stress and 
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organizational commitment (i.e., affective commitment and normative commitment), but no 

significant relationship was found between job stress and continuance commitment. 

The research explained that professors with greater internal Locus of control have high 

affective and normative commitment while others which have greater external Locus of 

control have high continuance commitment. Malik et al (2010) examined the teacher’s 

perceived organizational commitment in public sector universities of Pakistan and impact of 

their satisfaction with job dimensions. The examination was a survey-based descriptive 

research; about 650 survey questionnaire were distributed. Regression analysis and one 

sample t-tests were used to confirm the research hypotheses. The result showed that the 

quality of supervision and pay satisfaction and satisfaction with work-itself had significant 

positive influence on organizational commitment. Özkan H. (2012) examined and studied the 

pre-service teachers’ attitudes towards the profession using some variables. The results 

showed that the teachers showed high level of commitment towards the profession with 

interest and enjoyment. 

Research gap 

Here the participation of male teachers in the present study is very low. Therefore, this study 

is unable to define clearly the job satisfaction level of male teachers. Male teachers are not 

too much available in the teaching profession in self -financing colleges. Therefore Future 

research should be conducted on this issue. 

Objectives of the study 

1. To analyze and evaluate the different characteristics associated with Job satisfaction, 

Locus of control and professional commitment in college teachers.  
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2. To study the relationship between locus of control and professional commitment. 

3. To assess the relationship between job satisfaction and professional commitment. 

Research Methodology 

For identifying and reporting the characteristics related to Locus of control, job satisfaction 

and teachers commitment there were three tools taken.Levensons’s Locus of Control 

developed by Vohar S. (1992) was used to identify and report the characteristics related to 

Locus of Control.The sample was drawn at random with the help of Professional Commitment 

Scale for Teachers (Kaur, Ranu, &Brar, 2013).Secondary data has been collected through 

published sources like journals, books, magazines, report of government agencies; report of 

commissions and from online journals.SPSS software (Version 20.00) was used for data 

analysis. For identifying relationship among variables Regression & Correlation method of 

data analysis was adopted. 

Results and Discussion 

Questionnaire was circulated to thefive self-financing college teachers in Kerala. 

Reliability Analysis  

The reliability test applied with the help of SPSS (Version 20.). The reliability coefficient 

value is high which is obtained from Table No.1 which was highly significant (.90) for Locus 

of control. The reliability score of job satisfaction is average satisfactory (0.88) as mentioned 

in Table No.2. The analysis shows commitment value was (0.58) on the basis of Table No.3. 
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Table No.1 

Reliability Analysis: Locus of Control 

Cronbach’s Alpha No.of items 
.902 20 

 

Table No.2 

Reliability Analysis: Job Satisfaction 

Cronbach’s Alpha No.of items 
.884 12 

 

Table No.3 

Reliability Analysis:Commitment 

Cronbach’s Alpha No.of items 
.587 20 

 

Correlation 
Correlation between Locus of Control and Commitment 

 
Table 5 shows that Locus of control average and commitment average are correlated 

positively, but the association reported was weak. A weak positive relationship between 

these two constructs was obtained It suggests that a fluctuation in Locus of Control average 

would bring an insignificant deviation in commitment average. 

Table No.5 

Correlation between Locus of Control & Commitment 

 Locus of control Average Commitment Average 

Locus of control Average 

 

Person Correlation 1 .116 

Sig. (2 Tailed)  .528 

N 45 45 

Commitment Average 

Person Correlation .116 1 

Sig. (2 Tailed) .528  

N 45 45 
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Correlation between Job Satisfaction& Commitment 

 
Based on Table-6, the association between job satisfaction and commitment was seems negative. It was 

defined that relationship between these two characteristics was inverse and not significant. This was 

evident from the correlation coefficient of -0.192 (-19.2%). 

Table No.6 

Correlation between Job Satisfaction& Commitment 

 Job Satisfaction Commitment Average 

Job Satisfaction 

 

Person Correlation 1 -.186 

Sig. (2 Tailed)  .178 

N 45 45 

Commitment Average 

Person Correlation -.186 1 

Sig. (2 Tailed) .178  

N 45 45 

 

ANOVA 

 
From the following ANOVA Table 7 the association between the independent constructs and dependent 

construct (Commitment Average) was not significant since the significance value shown above was 

.538which was more than the standard measure of 0.05 and the level of confidence (F) is .781 which was 

less than the standard level of 3. 

Table No.7 

Table Showing ANOVA 

Model 1 Sum of Squares df Mean Square f Sig. 

Regression .319 4 .080 .781 .538b 

Residual 4.627 40 .102   

Total 4.946 44    

 

Conclusion 

This study was aims to find out the relationship between Job satisfaction, Locus of control 

and commitment among the honorificabilitudinitatibusself-financing college teachers in 
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Kerala. On the basis of this study the reliability coefficient was significant higher for job 

satisfaction and Locus of control.A small amount of reliability was obtained in the case of 

commitment. The output suggests that teachers performed more in locus of control and job 

satisfaction with lesser amount of commitment. Along with this, correlation between locus of 

control and commitment was positively correlated and also with week relationship. 
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Abstract
Pure and manganese chloride  (MnCl2) doped l-arginine maleate dihydrate (LAMD) single crystals are synthesized by slow 
solvent evaporation technique. Three different doping concentrations are used for the study. The grown crystals are confirmed 
by single crystal X-ray analysis. Laser-induced breakdown spectroscopy is used to ascertain the presence of the dopant. The 
changes in the optical parameters of the pristine and doped LAMD crystals are analyzed using UV–Vis spectroscopy and 
photoluminescence technique. The nonlinear absorption coefficient of pure and doped crystals is determined using open 
aperture Z-scan technique. The variations in the dielectric constant, dielectric loss, ac conductivity and electronic polariz-
ability of the crystal by doping are also studied. The changes in the thermal properties of the pure and doped LAMD crystals 
are studied using TGA–DTG and DSC analyses.

1 Introduction

Amino acid complex crystals have been a subject of peren-
nial concern of materials scientists due to their potential 
applications in the field of optoelectronic device fabrica-
tion. The organic counterparts with conjugate systems in 
amino acid-based crystals show enhanced electronic and 
nonlinear optical polarization responses [1]. The carboxylic 
acid group in the amino acid donates its proton to the amino 
group to form a salt of the structure  CH3CHCOO−  NH3

+ 
[2]. The presence of an asymmetrical carbon atom and the 
formation of the complexes having non-centrosymmetric 
space groups are the important characteristics of amino 

acids as far as NLO properties are concerned. The recent 
studies show that the physical properties of the l-arginine 
based complex crystals have higher frequency conversion 
efficiency, nonlinear optical efficiency, damage threshold, 
transparency range and angular sensitivity than potassium 
dihydrogen phosphate (KDP) crystals [3]. l-arginine forms 
a number of salts with different organic and inorganic acids 
which show excellent nonlinear optical properties [4, 5]. 
Among them, l-arginine maleate dihydrate (LAMD) is the 
most prominent one.

Mallik and Kar [6] have succeeded in synthesiz-
ing LAMD crystals and have studied their solubility at 
different temperatures. LAMD crystals belong to tri-
clinic crystal system with cell parameters a = 5.2710 Å, 
b = 8.0481 Å, c = 9.7942 Å, α = 106.155°, β = 97.265° and 
γ = 101.649° and the non-centrosymmetric space group P1 
[7–10]. Priya et al. [11] synthesized the LAMD crystal 
through slow cooling technique and the optical nonlin-
earity of the material was studied using a single beam 
Z-scan technique. The unidirectional growth of the LAMD 
crystal using Sankaranarayanan and Ramasamy method 
and its characterization studies were done by Charoen-In 
et al. [12]. From the literature survey, we came to know 
that many researchers have reported the synthesis and 
fundamental properties of the titled compound [13–15]. 
However, this work explains how optical, electrical and 
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thermal properties can be tailored by the addition of 
 MnCl2 for the first time.

2  Experimental procedure

2.1  Synthesis of pure and doped LAMD crystals

Pure and doped LAMD single crystals are synthesized by 
the slow solvent evaporation method. Pure LAMD single 
crystals are prepared by dissolving the equimolar ratio of 
the AR grade reactants l-arginine and maleic acid in Mil-
lipore water (resistivity—18.2 MΩ cm) and stirred for 6 h 
to get a homogeneous solution according to the following 
chemical reaction

The stirred solution is filtered using Whatman filter 
paper and then poured into a beaker having a perforated lid. 
After 1 week, spontaneous nucleation starts and defect-free 
crystals are chosen from them for further growth.

NH
2
CNHNH(CH

2
)
3
CH

(

NH
2

)

COOH

+ HOOCCHCHCOOH + 2H
2
O

→ (H
2
N)+

2
CNH(CH

2
)
3
CH(NH

3
)+COO−

HOOCCHCHCOO
−
2H

2
O

The doped LAMD crystals are synthesized by add-
ing three different concentrations of  MnCl2 namely 1, 2 
and 3  mol%. The well-shaped pure and doped LAMD 
crystals of dimensions 24 × 12 × 3 mm3, 23 × 15 × 4 mm3, 
18 × 12 × 4 mm3 and 9 × 5 × 2 mm3 are harvested within 
30–40 days. The photographs of grown single crystals of 
pure and doped LAMD are shown in Fig. 1(a–d).

3  Characterization techniques

The cell parameters of pure and doped LAMD crystals were 
measured using a Bruker AXS Kappa Apex III (D8 QUEST) 
diffractometer equipped with CMOS detector with graphite 
monochromated  MoKα radiation of wavelength 0.71073 Å. 
Laser-induced breakdown spectroscopic (LIBS) analysis 
confirmed the incorporation of  MnCl2 into the LAMD crys-
tals. The optical characteristics of the pure and doped crys-
tals were studied by diffuse reflectance spectroscopy (DRS) 
with Jasco V 670 spectrophotometer ranging from 200 to 
700 nm. The photoluminescence (PL) measurements were 
performed at room temperature with a Horiba Fluorolog 
Fluorescence Spectrometer. The nonlinear absorption coef-
ficients of the pure and doped LAMD single crystals were 
determined using the open aperture Z-scan technique. The 
electrical properties of the samples were studied using 

Fig. 1  (a) Pure LAMD crystals and (b–d)  MnCl2 doped LAMD crystals

Author's personal copy
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a HIOKI 3532 LCR HITESTER at room temperature by 
changing the frequency. The thermal properties of pure and 
doped LAMD were investigated with the help of a Perki-
nElmer STA 6000 Simultaneous Thermal Analyser in the 
temperature range of 35–700 °C at a heating rate of 10 °C/
min in the nitrogen atmosphere.

4  Results and discussion

4.1  Single crystal X‑ray diffraction (SC‑XRD) analysis

In order to confirm the structure of grown crystals, the cell 
parameters of pure and doped LAMD crystals were meas-
ured and the XRD data are tabulated in Table 1. From the 
data, it is clear that pure and doped crystals belong to the 
triclinic crystal system. The cell parameters and crystal sys-
tem of pure LAMD crystal are in good agreement with the 
published data [13]. The cell volume increases by increas-
ing the  MnCl2 concentration, but the crystal system remains 
unchanged.

4.2  Laser‑induced breakdown spectroscopic (LIBS) 
analysis

The LIBS is a laser based spectroscopic analytical technique, 
which employs an intense laser pulse to create the plasma. 
De-excitation of the plasma species (atoms/ions) leads to 
characteristic spectral emission [16]. In brief, the plasma 
was produced by focusing a frequency doubled Nd:YAG 
laser of 7 ns onto the sample surface. The spectral emission 
is acquired in a range varying from UV to visible light using 
a Mechelle spectrometer connected to an Andor ICCD. The 
LIBS spectra of pure and doped LAMD crystal samples are 
shown in Fig. 2(a, b).

Several discrete peaks observed in the spectra were 
identified and assigned to different ionic and neutral states 
using the National Institute of Standards and Technology 
(NIST) database [17] and the results are given in Table 2. 

While the spectra of the pristine samples show the pres-
ence of lines corresponding to the elements of carbon (C), 
hydrogen (H), nitrogen (N) and oxygen (O), the doped 
LAMD samples also show the presence of manganese. 
Also, the spectral lines of Na and Ca were observed in 
the LIBS spectra which could be due to the presence of 
impurities contaminated at the time of sample prepara-
tion/handling. The intensity of the Mn II line at 259.3 nm 
shows an increase in doping concentration. The spectral 
lines of the Cl are not observed in the spectra as most of 
the strong Cl lines are in deep UV region (80–140 nm), but 
the spectral sensitivity of the spectrometer is in the region 
of 220–880 nm. The intensities of the Mn II (259.38 nm) 
are plotted as a function of the doping concentration in 
Fig. 3.

4.3  UV–Vis analysis

The reflectance of the powdered samples is measured with 
Jasco V 670 spectrophotometer. From the obtained reflec-
tance, the Kubelka–Munk function F(R∞) is calculated 
using the relation [18, 19].

where S is the scattering coefficient, K is the absorption 
coefficient and F(R∞) is the remission or Kubelka–Munk 
function.

The reflectance spectra (Fig. 4) show that the cut off 
wavelength shifts towards the longer wavelength region 
(optical red shift) may be due to the reduction in the 
energy difference between the bonding and anti-bonding 
molecular orbitals thanks to the delocalization of bonded 
electrons by the dopant  MnCl2. The optical band gap of 
pure and doped LAMD crystals is calculated from the 
Tauc plot [20].

(1)K

S
=

(

1 − R∞

)2

2R∞

≡ F
(

R∞

)

Table 1  Cell parameters of 
pure and doped LAMD single 
crystals

Lattice parameters Pure LAMD 1 mol%  MnCl2 
doped LAMD

2 mol%  MnCl2 
doped LAMD

3 mol%  MnCl2 
doped LAMD

a (Å) 5.27 5.93 5.95 5.97
b (Å) 8.04 6.37 6.39 6.41
c (Å) 9.78 11.16 11.20 11.25
α (deg) 106.10 104.20 104.15 104.16
β (deg) 97.17 91.49 91.16 91.49
γ (deg) 101.80 100.16 100.20 100.22
Volume (Ǻ3) 382 401 406 409
Space group P1 P1 P1 P1
Crystal system Triclinic Triclinic Triclinic Triclinic

Author's personal copy
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For direct inter-band transitions, the absorption coefficient 
is given by

where  C1 is a parameter which depends on transition prob-
ability, α is the linear absorption coefficient, h is the Planck’s 
constant, ν is the frequency and  Eg is the optical bandgap. If 
the material scatters in a perfectly diffuse manner or when it 
is illuminated at 60° incidence the Kubelka–Munk absorp-
tion coefficient, K becomes equal to 2α (K = 2α) [21]. Thus, 
the Tauc equation using the Kubelka–Munk function, F

(

R∞

)

 
transforms to

(2)(�h�)2 = C
1

(

h� − Eg

)

(3)[F
(

R∞

)

h�]2 = C
2

(

h� − Eg

)

Fig. 2  The spectral data in (a) 
245–260 nm and (b) 260–
850 nm regions

Table 2  Comparison of the observed emission wavelengths of differ-
ent atomic/ionic species with NIST database

Peaks Observed wavelengths (nm) Wavelengths deposited in 
NIST database (nm)

C I 247.85 247.85
H I 656.37 656.28
N I 747.02 746.83
O I 777.47 777.19, 777.41
Mn II 257.60, 259.38 257.61, 259.39
Na I 330.25, 568.88, 589.06, 589.67 330.23, 568.81, 588.99, 

589.59
Ca II 393.39, 422.68 393.36, 422.67

Fig. 3  LIBS intensity of Mn II (259.38 nm) line versus concentration. 
The experimental data are given by dots

Fig. 4  Reflectance spectra of pure and doped LAMD crystals
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and it is shown in Fig. 5. The refractive index is determined 
from the equation proposed by Reddy and Nazeer Ahammed 
[22], which is applicable to all type of materials are given by 

(4)n4
(

Eg − 0.365
)

= 154

where  n4 is the fourth power of refractive index and  Eg is 
the band gap. Using the band gap values, it is found that the 
refractive indices are 2.57, 2.58, 2.59 and 2.60 respectively, 
for pure, 1 mol%, 2 mol% and 3 mol%  MnCl2 doped LAMD.

The photon energy dependence of the absorption coef-
ficient α or F(R∞) in the applied optical region, where the 
transitions involving the band tail states can be described 
using the Urbach rule [23], which is given by

where α0 is a constant, hν is the photon energy and  Eu is 
the Urbach energy which shows the structural disorder or 
the width of the exponential absorption edge. The plots of 
ln[F(R∞)] versus photon energy of pure and doped LAMD 
crystals are given in Fig. 6 and the optical parameters are 
tabulated in Table 3. From Table 3, it is observed that the 
cut off wavelength, refractive index and Urbach energy are 
increased with doping concentration increase, while the 
band gap energy is decreased with doping concentration.

4.4  Photoluminescence (PL) studies

The photoluminescence (PL) spectra of pure and doped 
LAMD single crystals are shown in Fig. 7. The wavelength 
300 nm is used as the excitation wavelength and the experi-
ment is carried out at room temperature. The broad peak 
centred at 406 nm for pure LAMD sample may be due to the 
protonation of the amino group to the carboxyl group [11]. 
But in the case of doped samples, the intensity decreases 
with doping concentration and the peaks becomes broader. 
The presence of the metal ion Mn may distort the crystal 
structure and reduce the electron–hole recombination pro-
cess. Reduction in the radiative recombination leads to the 
decrease in intensity and broader peaks in the case of doped 
samples.

4.5  Z‑scan measurement

The nonlinearity of pure and doped LAMD single crystals 
is measured using the open aperture Z-scan technique [24]. 
The saturation intensity  Is and reverse saturable absorption 
coefficient β can be obtained by fitting the nonlinear pulse 

(5)� = �
0
e

h�

Eu

Fig. 5  Tauc plots of pure and doped LAMD crystals

Fig. 6  ln[F(R∞)] versus photon energy in pure and doped LAMD 
crystals

Table 3  Optical parameters of 
pure and doped LAMD crystal

LAMD sample Cut off wavelength 
(nm)

Band gap energy, 
 Eg (eV)

Urbach energy,  Eu 
(meV)

Refractive 
index, (n)

Pure 300 3.90 130 2.57
1 mol%  MnCl2 doped 310 3.87 155 2.58
2 mol%  MnCl2 doped 315 3.81 166 2.59
3 mol %  MnCl2 doped 317 3.76 184 2.60
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propagation Eq. (6) numerically to the measured transmis-
sion data. The experimentally obtained values are tabulated 
in Table 4.

The Z-scan curves of the pure and doped LAMD crystals 
are shown in Fig. 8, and it is clearly seen that the experimen-
tal data and the theoretical fits are in good agreement with 
each other. The optical limiting curves are shown in Fig. 9. 
The experiment shows that the nonlinear absorption coef-
ficient and the optical limiting efficiency increase with the 
doping concentration. The increase in nonlinear absorption 
coefficient with dopant concentration is depicted in Fig. 10.

(6)
dI

dx
= −

⎡

⎢

⎢

⎢

⎣

�
0

�

1 +
I

Is

� + �I

⎤

⎥

⎥

⎥

⎦

I

Fig. 7  PL spectra of pure and doped LAMD crystals

Table 4  Nonlinear optical parameters (β and  Is) determined for pure and doped LAMD crystals, at the excitation wavelength of 532 nm

Sample name Linear transmis-
sion

Energy, (µJ) Spot radius, 
(× 10−6) m

Absorption coefficient, β 
(× 10−11) m/W

Saturation intensity, 
 ISat (× 1012) W/m2

Pure LAMD 0.9 60 13 0.29 18
1 mol%  MnCl2 doped LAMD 0.9 60 16 0.6 27
2 mol%  MnCl2 doped LAMD 0.9 60 16 0.71 20
3 mol%  MnCl2 doped LAMD 0.9 60 17 1.1 8

Fig. 8  Open aperture Z-scan curves of pure and doped LAMD crys-
tals, using 5 ns laser pulses at 532 nm

Fig. 9  Optical limiting curves of pure and doped LAMD crystals, as 
calculated from the open aperture Z-scan curves
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4.6  Dielectric studies

The dielectric properties of pure and doped LAMD crys-
tals are studied using a HIOKI LCR HITESTER within a 
frequency range from 500 Hz to 3 MHz. The variation of 
dielectric constant with frequency is shown in Fig. 11. The 
dielectric constants are high at lower frequencies and the 
values decrease on frequency increasing. The dielectric con-
stant increases as the doping concentration increases. The 
dielectric constant at 1000 Hz are 268.49, 269.84, 301.17, 
327.56 for pure, 1, 2, and 3 mol%, respectively. The dielec-
tric losses of the sample show the same behaviour as dielec-
tric constants (Fig. 12), i.e., the values also decrease with 
ac frequency and increase with doping concentration. The 
low values of dielectric loss at high frequencies may be due 
to the low defects, and the increase in the loss with doping 
concentration is due to the inclusion of foreign particle or Fig. 10  Nonlinear absorption coefficient against concentration

Fig. 11  Dielectric constant of 
pure and doped LAMD as a 
function of frequency

Fig. 12  Dielectric loss of pure 
and doped LAMD as a function 
of frequency

Author's personal copy



 Journal of Materials Science: Materials in Electronics

1 3

dopant to the system. The ac conductivity is also found to 
increase with frequency and doping concentration, as it is 
shown in Fig. 13.  

The electronic polarizability of pure and doped LAMD 
are calculated from the valence electron plasma energy ℏ�p , 
Penn gap Ep and Fermi energy EF [25–28].

The valence electron plasma energy, ℏ�p can be calcu-
lated from the relation

where Z is the total number of valence electrons, ρ is the 
density, M is the molecular mass, ℏ =

h

2�
 and ωp is the 

plasma angular frequency. The values of Ep and EF depend 
on the valence electron plasma energy, ℏ�p and the relation 
can be written as

where �∞ is the value of the dielectric constant at high fre-
quency. Then

(7)ℏ�p = 28.8

(

Z�

M

)
1

2

(8)Ep =
ℏ�p

(

�∞ − 1
)

1

2

The electronic polarizability, α of the LAMD crystal can 
be calculated by using the relation

where S
0
 is a constant for the material and can be calculated 

from the relation

The electronic polarizability, �p can also be calculated by 
the Clausius–Mossotti equation: 

where Na is the Avogadro number. The calculated polariz-
ability parameters for pristine and doped LAMD samples 
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Fig. 13  AC conductivity of pure 
and doped LAMD as a function 
of frequency

Table 5  Calculated polarizability parameters of pristine and doped LAMD crystals

Parameters Pristine LAMD 1 mol%  MnCl2 doped 
LAMD

2 mol%  MnCl2 doped 
LAMD

3 mol%  MnCl2 doped LAMD

Electron plasma energy 
(ℏ�

p
)

19.5435 eV 19.0802 eV 18.9627 eV 18.8927 eV

Penn gap (Ep) 4.1667 eV 3.6537 eV 3.4587 eV 3.3469 eV
Fermi energy (EF) 15.5190 eV 15.0304 eV 14.9071 eV 14.8340 eV
Polarizability (α) from Penn 

Model
7.9514 × 10−23 cm3 8.5621 × 10−23 cm3 8.7559 × 10−23 cm3 8.8701 × 10−23 cm3

Polarizability (α) from Clau-
sius–Mossotti equation

8.0346 × 10−23 cm3 8.6296 × 10−23 cm3 8.8180 × 10−23 cm3 8.9291 × 10−23 cm3
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are given in Table 5. It is apparent from Table 5 that polariz-
ability increased with doping concentration. Vasudevan et al. 
[15] and Priya et al. [11] showed that the polarizability of the 
LAMD crystal is greater than that of the KDP.

4.7  Thermal analysis

The thermogravimetric analysis (TGA) and differential scan-
ning calorimetry (DSC) of pure and doped crystals are car-
ried out using a STA 6000 Simultaneous Thermal analyser 
(PerkinElmer). These two simultaneous measurements are 
carried out in nitrogen atmosphere with the heating rate of 
10 °C/min. The TGA and DTG curves are shown in Figs. 14 
15, 16 and 17. The variation of the weight percentage starts 

Fig. 14  TGA–DTG curve of pure LAMD

Fig. 15  TGA–DTG curve of 1 mol%  MnCl2 doped LAMD

Fig. 16  TGA–DTG curve of 2 mol%  MnCl2 doped LAMD

Fig. 17  TGA–DTG curve of 3 mol%  MnCl2 doped LAMD

Table 6  Dissociation temperature and weight loss percentages from 
DTG

Samples DTG peak tem-
perature (°C)

DTG peak area 
(weight in %)

Pure LAMD 115.65 − 5.822
171.28 − 3.130
221.59 − 0.341
290.44 − 4.392
371.41 − 8.955

1 mol%  MnCl2 doped LAMD 124.93 − 28.18
236.59 − 25.044
389.71 − 5.093

2 mol%  MnCl2 doped LAMD 129.44 − 28.108
235.67 − 23.751
391.50 − 6.032
588.75 − 0.456

3 mol%  MnCl2 doped LAMD 105.18 − 26.922
223.32 − 19.307
396.08 − 6.539
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around 90 °C, which is due to the loss of water of crystal-
lization. From the TGA–DTG plot of the pure LAMD, it can 
be observed that the dissociation of the sample is a four-step 
process but not clearly defined steps. From the TGA–DTG 
plots of the doped samples (Figs. 15, 16 and 17), it can be 
observed that the dissociation steps are clearly defined and 
steep in nature. The first two steps of the pure sample are 
merged into one in the doped samples. The temperature of 
dissociation and the weight loss in that temperature range is 
shown in Table 6. The DSC curves of pure and doped sam-
ples are also shown in Fig. 18. From the plots, it is clear that 
all the dissociation processes are endothermic. The first two 
endothermic peaks in the pure sample are fused into one in 
doped samples. The heat of fusion (ΔH) of each dissociation 
is indicated in corresponding peaks.

5  Conclusion

The low temperature solution growth technique is employed 
for the growth of pure and  MnCl2 doped l-arginine maleate 
dihydrate (LAMD) crystals. Pure and doped LAMD crystal 
belongs to triclinic crystal system with P1 space group. The 
LIBS spectra confirmed the incorporation of dopants in the 
parent crystal. The energy band gap of the pristine crystal is 
reduced from 3.90 to 3.76 eV. The Urbach energy is found 
to be increased. The polarizability calculations reveal that 
the polarizability of the material is increased with doping 
that enhances the nonlinear optical properties of the crystal. 

This is also confirmed by measuring nonlinear optical coef-
ficients β, of pure and doped crystals. The dielectric loss 
and ac conductivity also increase with doping concentra-
tion. The thermal dissociation character of the materials is 
studied using TG/DTG and DSC curves and the considerable 
changes are found due to  MnCl2 doping.
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Abstract  

Aqua dance aerobics is the performance of aerobic dance in fairly shallow water such as 

in a swimming pool. Water aerobics are just about perfect. Even though being in the pool seems 

very relaxing, it is still giving heart and muscles a great workout. Water exercise can even put in a 

better frame of mind. Water aerobics are not fast-paced heart-pounding workout. They are much 

slower than if you did them on land. The buoyancy factor provides support for the body, thereby 

reducing the likelihood of muscle, bone and joint injuries. Even though underwater moves use 

more energy and burn more calories. Dancing can also be enhancing positive mind set. It may 

provide benefits by reducing negative mood in terms of physical exhaustion. Therefore, water 

based exercise is one of the most potent alternative training methods for improving basic 

elements of their psychological, physical and physiological health. 

Introduction 

 Aqua aerobic dance is the performance of aerobic dance in fairly shallow water such as in 

a pool. It is a type of resistance training. The water based aerobic dance is similar to land-based 

aerobic dance. The body is uplifted in water by process called buoyancy and since the viscosity 

or thickness of the water is greater than air, movement of the body through the water provides an 

increased level of resistance over land-based movements. The water creates a higher resistance 

than air and makes muscles work harder. Yet being in the water, the body only weighs a sixth of 

its mass and all movements become easier. So even though your muscles work harder you will 

not even notice it. The buoyancy factor provides support for the body, thereby reducing the 

likelihood of muscle, bone and joint injuries. Buoyancy is the ability of water to support a body's 
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weight. Because of less gravity, joints can easily be moved through the full range of motion 

without excess joint stress helping to improve flexibility. Water-based exercise classes began 

with an emphasis on the elderly that is no longer the case. Now the participants with varying 

levels and the full spectrum of ages are participating. The classes focus on aerobic endurance, 

resistance training, and creating an enjoyable atmosphere with music.  

Aerobic Exercise 

 Aerobic exercise is any physical activity that makes you sweat, causes you to breathe 

harder, and gets your heart beating faster than at rest. It strengthens your heart and lungs and 

trains your cardiovascular system to manage and deliver oxygen more quickly and efficiently 

throughout your body. Aerobic exercise uses your large muscle groups, is rhythmic in nature, 

and can be maintained continuously for at least 10 minutes. 

Plus points of Aerobic Exercise 

 Improves your circulation and helps your body use oxygen better 

 Increases energy 

 Increases endurance, which means you can workout longer without getting tired 

 Helps reduce the risk of developing heart disease 

 Helps reduce the risk of developing diabetes 

 Helps reduce body fat 

 Helps you reach and maintain a healthy weight 

 Helps reduce stress, tension, anxiety, and depression 

 Improves sleep 

Dance Aerobic 

Dance aerobic involves any kind of dance put to music and can include everything from 

Zumba (a Latin-inspired dance aerobics) to hip-hop dancing. A typical dance class usually 

begins with a 5 to 10 minute warm-up, followed by a 20- to 30-minuteaerobic routine, and ends 

with a 5- to 10-minute cool down. 
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Benefits of Aqua Aerobics 

 

Burns Calories 

Aqua aerobics is a mix of strength and cardio workouts which is done in the face of water 

resistance. This ensures the body gets a full workout. Keeping in mind factors like cardio 

activity, weight, water temperature, volume and buoyancy, you can burn between 400 and 500 

calories per hour of exercise.   

 

Increases Muscle Strength 

Because water flows in multiple directions, the resistance in the pool can range from four to 42 

times greater than air. Therefore, the muscles get a rigid workout. According to a 2007 study, 12 

weeks of regular aqua aerobics exercise gives significant gains in strength, flexibility and 

agility.  

 

Builds Endurance 

Water offers a natural resistance, unlike weights which require the body to pull and push against 

the weight plus gravity. Water needs the body to strain through the water and against it, building 

endurance.   

  

Reduces Joint Pressure 

Aqua aerobics relieve pressure placed on joints from normal wear and tear and arthritis. 

Hydrotherapy is recommended by doctors to those suffering from joint problems.  

 

Increases Flexibility 

Aqua aerobics requires movements in various directions while adjusting to the push and pull of 

water, hence the joints increase their range of motion. In the process, the body becomes more 

flexible.  

Improves Mood 

Aqua aerobic dance helps to fight depression, anxiety, stress etc. 
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Conclusion  

  A water based class can burn more calories than a comparable land-based class due to 

the increased resistance to movement while providing an increase in muscle strength and 

endurance. Both cardiovascular and strength training exercises may be part of an aqua aerobic 

dance program. Dancing may also be good for your mood. It has been shown to reduce 

depression, anxiety, and stress and boost self-esteem, body image, and overall sense of well-

being. 
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ABSTRACT 

The purpose of the study was to analyses the status of sports goods retail market 

of Kerala. For the, study fifty one (N=51) sports goods retailers Kerala were selected as 

subjects for the study. The status of sports goods retail market of Kerala assessed 

through questionnaire. To examine the study frequency and percentage analysis was 

computed. 

The study results based on the survey. I could find the positive trend of 

promotion of sports goods outlets such as comparison and competition. Significantly, 

the sellers are very much conscious about the stock of various items in their outlets 

especially the moving goods. Moreover, it is found that the location of the sports goods 

outlets place a key role in the sale. To be clear, the trade’s persons depends on the 

qualities of the sports and the interest of the customer. Advertisement have a crucial 

role in the establishment of outlets in an area. Recently, retailers faced many problems, 

the first and foremost one was the updated tax policy by the government. It created 

reduction of the sale so the shop keepers forced to give maximum discount to attract 

customers. More sports participation creates more opportunities in business. It 

encourages the people to launch new outlets. 

INTRODUCTION 

 Management is what managers do. But that simple statement doesn’t tell  us much. 

Retailers are a key component in a supply chain that links manufacturer to consumers.  

Retailers hire and promote people with wide range of skills and interests. It has been said that 

sport today is too much of a game to be a business and too much of a business to be a game. 

Managing sport organizations at the start of the twenty first century involves the application 

of techniques and strategies evident in the majority of modern business. So it must need to 

develop an understanding of the special features of sport and its allied industries that operate 

in the public. 

METHODOLOGY 

The investigator selected fifty one (N = 51) popular sports goods retailers from the 

different district of Kerala. For the data collection, questionnaire method is used. Scholar 

selected survey method and visited sports goods retailers to collect the data personally.  

Investigator give the assurance to the retailers that, the data would be used only for the 

research purpose. Frequency and percentage analysis was used to find out the status of sports 

goods retail market of Kerala.  
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ANALYSIS ON FINDINGS 

Preference given by Retailers to sell Brands 

 

  

Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid INDIAN BRANDED GOODS 38 74.5 74.5 74.5 

NON - BRANDED GOODS 2 3.9 3.9 78.4 

IMPORTED GOODS 8 15.7 15.7 94.1 

LOCAL MANUFACTURED 
GOODS 

3 5.9 5.9 100.0 

Total 51 100.0 100.0  

 

Interpretation:- From table above researcher analyzed that 15.7%  retailers prefers to sell  

imported brand goods, 74.5% retailers preferred Indian  branded goods of all Brands, 3.9% 

retailers prefers Non Branded sports goods  and only 5.9% of sports goods retailers prefers 

Local manufactured sports goods  to be kept for sell  in their Outlets. 

Companies Interest in solving consumers problems 

 

  

Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid YES 
35 68.6 68.6 68.6 

NO 16 31.4 31.4 100.0 

Total 
51 100.0 100.0 

 

 

Interpretation:- Problem arises when the particular sports goods get defected due to which the 

consumer feels cheated. From table above researcher analyzed that 68.6% sports goods 

manufacturer’s shows sincere interest in solving consumer’s problems. 

 

Incentives given to customers on bulk purchase 

 

  
Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid CASH DISCOUNT 31 60.8 60.8 60.8 

COMPANIES SCHEME 13 25.5 25.5 86.3 

CREDIT FACILITIES 7 13.7 13.7 100.0 

Total 51 100.0 100.0  

 

Interpretation: - The retailers give various incentives to their customers in order to increase 

sales. From table above researcher analyzed that 60.8% sports goods retailers give Cash 

Discounts to their customers, while 13.7% retailers give credit facility on purchase, 25.5% 
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retailers pass Manufacturers Company scheme on that particular sports goods which 

consumer’s desire and the retailers not provide various gifts to their customers on bulk 

purchase of sports goods. 

 

Analyze reasons for the lost customers 
 

  
Frequency Percent Valid Percent 

Cumulative 
Percent 

Valid YES 45 88.2 88.2 88.2 

NO 6 11.8 11.8 100.0 

Total 51 100.0 100.0  

 

Interpretation: - The consumers of sports goods purchase the goods only when they feel 

necessity for those particular goods. Many times consumers prefer other outlets than the 

nearer ones. From table above the researcher analyzed that 88.2% sports goods retailers 

analyze the reasons for lost customer. 

 

Encouragement for innovated sports goods 
 

  
Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid YES 47 92.2 92.2 92.2 

NO 4 7.8 7.8 100.0 

Total 51 100.0 100.0  

 
Interpretation: - The retailers often encourage their consumers to switch for newly innovated 

sports goods. The researcher from table above analyzed that 92.2% sports goods retailers 

encourage their customers to switch for newly innovated sports goods, while 7.8% retailers 

does not encourage their customers. 

 

Net profit on sale of sports goods 
 

  
Frequency Percent Valid Percent 

Cumulative 
Percent 

Valid >20% 6 11.8 11.8 11.8 

20 - 15% 12 23.5 23.5 35.3 

10 - 15 % 20 39.2 39.2 74.5 

<10% 13 25.5 25.5 100.0 

Total 51 100.0 100.0  

 

Interpretation: Thus from table above researcher analyzed that 11.8% sports goods retailers 

feels that net profit on sports goods should be more than 20%, while 23.5% retailers feels that 

net profit on the sports goods should be between 15%-20%, 39.2% of the retailers are of the 

opinion that net profit should be between 10% - 15% and 25.5% of the retailers feels that net 

profit on the sports goods should be less than 10%. 
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Impact of Govt. Taxation Policy on prices of sports goods 

 

  

Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid YES 40 78.4 78.4 78.4 

NO 11 21.6 21.6 100.0 

Total 51 100.0 100.0  

 

Interpretation: - The sports goods retailers feel that there is a great impact of various taxes on 

prices of sports goods. From table above it has been analyzed that 78.4% sports goods 

retailers feels that various taxes on sports goods should be reduced so that the sales of sports 

goods may boost. 

 

Impact of Geographic location on sales 

 

  
Frequency Percent Valid Percent 

Cumulative 
Percent 

Valid YES 43 84.3 84.3 84.3 

NO 8 15.7 15.7 100.0 

Total 51 100.0 100.0  

 

Interpretation: - From table above the researcher concludes that 84.3% retailers are of the 

opinion that the geographical location of the area is helpful in promoting sports activities in 

the area, due which the sales of sports goods is satisfactory. 

 

Modes Retailers preferred for advertisements 

  

Frequency Percent 

Valid 

Percent 

Cumulative 

Percent 

 LOCAL NEWS PAPER 7 13.7 13.7 13.7 

BANNERS 11 21.6 21.6 35.3 

SPONSORING VARIOUS 

TOURNAMENTS 
26 51.0 51.0 86.3 

ADVERTISING IN SPORTS 

MAGAZINES 
5 9.8 9.8 96.1 

ENDORSING SPORTS 
PERSONALITY IN YOUR AREA 

2 3.9 3.9 100.0 

Total 51 100.0 100.0  

 

Interpretation: - Due to highly competitive market of sports goods, sports goods retailers 

adopts various modes of advertisements in order to increase sales of their outlets. From Table 

No.A38 the researcher analyzed that 13.7% sports goods retailers prefers to advertise in local 

newspapers, 9.8% in sports magazines 3.9% endorsing sports personalities of the region in 

various games and 51.0% sports goods retailers sponsors various sports events in the area and 

21.6% sports goods retailers of the region displays hoardings / banners of their firms. 
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Policies applied to increase sales 

 

  

Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid GIVING MAXIMUM CASH 

DISCOUNT TO CUSTOMER 
43 84.3 84.3 84.3 

GIVING GIFTS ON EVERY 

PURCHASE 
5 9.8 9.8 94.1 

SELLING GOODS ON 
CREDIT 

3 5.9 5.9 100.0 

Total 51 100.0 100.0  

 

Interpretation: - In Kerala there is a highly competitive market of sports goods; the retailers 

apply various marketing policies in order to increase sales of their firms. From table above it 

has been analyzed that 84.3% retailers offer maximum cash discount to customers for 

improving the volume of sales, 5.9% retailers offer credit facility to consumers, while 9.8% 

retailers offer various gifts to customers for improving the volume of sales. 

 

DISCUSSION ON FINDINGS 

The study was conducted among the 51 individuals who are running their own 

business of sports goods in various districts in the state of Kerala, which is in the southern 

part of India. Interestingly, the majority of retailers engaged to this profession by choice. In 

fact, all the owners of the shops agreed that they had an active involvement in sports during 

their childhood. Based on the survey the trend has been progressing in very positive direction 

over the years. To be clear, the trade’s person’s purchase depends on the quality and 

durability of the sports goods and the interest of the customer. Hence, they prefer Indian 

brands rather than foreign brand because the consideration of environmental conditions as 

well as the platform of the playing conditions. The experts in the field of sports goods retail 

business claimed that the imported items are expensive due to the high-tech manufacturing 

process.  

To embark on, some companies provide discount to the small-scale shopkeepers. 

Commonly the dealer has a special interest to sell some unique products because of the 

promotion of product. The study also helped me to explore the importance of sponsorship 

events, which conducts by these shopkeepers to keep inform their presence in the market. 

Recently, retailers faced many problems, the first and foremost one was the updated tax 

policy by the government. It created a mammoth reduction in the sales. Since the declined 

trading the shopkeeper was forced to give maximum discount to attract the customers. Apart 

from that the inability to handover the requested item on time to the customers makes a sense 

of bad impact to the outlets. Though the mismanagement of time by the wholesaler is the 

actual reason it gives a demerit to the shops. 

From the survey I realized that there are plenty of matters influences the business in 

the market of sports goods. Some factors like price, reliability of advertisements, promotion 
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through the social media, brand name, customers satisfaction, discounts, flexible payment 

facility, quality of goods, style of packaging, outlet location, display of goods etc. are the 

factors which mostly affected. It is anticipated that the clients have the information about the 

product, which they are going to buy. They usually come up with basic idea about the 

targeted item. So no one can deceive them easily. There would a requisition for the salesman 

with convincing capacity. The employer interested to appoint the candidate with a 

background of physical education because they can manage this situation well. Undeniably, 

the healthy youngsters are the envoys of development in the realm of every trade. It is 

fervently hoped that every individuals would actively participate in sports as a routine of their 

daily life to be a part of a strong generation. The wider involvement in the games by the 

people and the business of physical recreation manufactured items are directly proportional. 

More participation creates more opportunity of trade. It encourages the people to launch new 

outlets 

CONCLUSIONS  

 From the analysis it is evident that the retailers have sizeable profit from this trade.  

And the trend has been progressing in very positive direction over the years. To be clear, the 

trade’s person’s purchase depends on the quality of the sports goods and the interest of the 

customer. The advertisements have a crucial role in the establishment of outlets in an area. 
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Abstract  

The purpose of the study was to analyses ‘fluid intake during workouts by the men 

trainees of selected fitness centers in Kannur’ For the, study three hundred (N=300) trainees 

were selected as participants for the study. ‘fluid intake during workouts by the men trainees of 

selected fitness centers in Kannur’ assessed through questionnaire. To examine the study 

percentage analysis was computed. The study results based on the survey. The study provides an 

insight in the lack of knowledge about the importance of consuming frequent bouts of water 

during training among the trainees and the inability of the trainers or supervisors in educating the 

trainees about the significance of fluid intake. This may be due to the lack of scientific 

knowledge about all the training aspects on the part of trainers and supervisors. There are 

chances that serious health deterioration may happen if prolonged deprivation of fluid intake 

during training prevails. There should be some mechanism which monitors the fluid intake of 

trainees as well as educate them about the necessity. It should be made mandatory in fitness 

centers to display a board which signifies the need and importance of fluid intake.  

Introduction  

Water is essential to maintain blood volume, regulate body temperature and allow muscle 

contractions to take place. During exercise, the main way the body maintains optimal body 

temperature is by sweating. Heat is removed from the body when beads of sweat on the skin 

evaporate, resulting in a loss of body fluid. Sweat production, and therefore fluid loss, increases 

with a rise in ambient temperature and humidity, as well as with an increase in exercise intensity. 

Methodology 

The methodology pertaining to the study entitled ‘fluid intake during workouts by the 

men trainees of selected fitness centers in Kannur’. The study was done among three hundred 

men. The participants were selected from the fitness centers in Kannur district. Fifteen fitness 
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centers were selected for the study. The investigator went to the fitness centers and collected the 

data’s from the trainees. Investigator met the trainers of the fitness centers and they allowed the 

permission to move on the participants, the data’s are collected through direct interview. 

Result and Discussions 

Table No. 1 - Workout timing of participants 

Morning Evening Both In-Between 

42 52 6 Nil 

Interpretation: Figure shows, among 300 participants 42 percent workout in the morning section 

and 52 percent workout in the evening section and the rest 6 percent workout in both morning 

and evening sections of a day. 

Table No. 2 - Purpose of the workouts 

Strength Fitness fatloss Bodybuilding 

35 25 15 25 

Interpretation: Thus from table above researcher analyzed that 35 percent trainees workout for 

strength, 25 percent for fitness, 15 percent for fat loss and 25 for body building. 

Table No. 3 - Trainees consuming fluid during workout 

Yes NO 

88 12 

Interpretation: Among 300 participants 88 percent of the subjects take any fluids during their 

workouts and 12 percent of the participants didn’t take any fluids during their workouts. 

Table No. 4 - Trainees awareness of dehydration process 

Yes No 

37 63 

Interpretation: only 37 percent of participants aware about the dehydration process and 63 

percent didn’t know about the process of dehydration. 
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Table No. 5 - Information provided by trainers about dehydration 

Yes No 

26 74 

Interpretation: Thus from table above researcher analyzed that 26 percent replied that trainers 

inform them about the process dehydration and 74 percent replied that trainers did not inform 

them about the dehydration process. 

Table No. 6 - Feeling discomfort without fluid intake 

Yes No 

83 17 

Interpretation: the 83 percent of trainees feel discomfort during their workout without consuming 

water and 17 percent that they feel no discomforts during their workout without consuming 

water. 

Table No. 7 - Fluid consumption intervals 

In B/W 

Each Set 

In B/W Each 

Repetition 

Completion of 

WORKOUT 

As their 

wish 

Twice during 

the workout 

Once during the 

entire workout 

73 16 5 3 2 1 

Interpretation: From table above the researcher concludes that 73 percent of the participants 

intake water in between each set, 16 percent intake in between each repetition, 5 percent intake 

during the completion of workout, 3 percent intake water as their wish, 2 percent intake twice 

during the workout and 1 percent intake water once during the entire workout. 

Table No. 8 - Feeling energetic after fluid intake 

Yes No 

69 31 

Interpretation: 69 percentage of participants replied that they feel energitic after fluid 

consumption and 31 percent replied that they don’t feel energitic after the consumption of fluid’ 
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Table No. 9 - Sweating more after fluid intake 

Yes No 

78 22 

Interpretation: Among 300 participants 78 percent of participants replied that they sweat more 

when they consume more fluids and 22 percent replied that they don’t sweat more when take 

more fluids 

Table No. 10 - Workout more after the fluid intake 

Yes No 

75 25 

Interpretation: From the table above 75 percent of participant replied that they could workout 

more when taking water during workouts and 25 percent replied that they couldn’t workout more 

when taking water during their workouts. 

Summary and Conclusions 

 The study was conducted among the 300 individuals. The participants were selected from 

the fifteen fitness centres of Kannur district with no age limit. The result obtained from the study 

were consolidated and conclusion drawn from the study are summarized below. 

 In workouts dehydration is an important thing but only thirty sevent percent from 

participants are aware about the dehydration process. The awarness about dehydration among the 

common peoples are very much limited. Many trainees replied that the trainers did not inform 

them about the process of dehydration. From this we could say that the trainers in the fitness 

centers of Kannur district are not professionally trained. Water is an inevitable component during 

workouts. More people replied that they feel discomfort during their workouts without 

consuming water, it is clear that consumption of water during wrkout is not avoidable. The 

dehydration during exercise can be avoided by intake of fluid during workouts. The athletes 
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should drink enough fluid to maintain fluid balance throuhout the exercise. The amount of fluid 

an individual can tolerate during exercise varies from one person to another. 

 In most sports, the body starts activity with normal total body water. As activity 

progesses over an extended period of time, dehydration can occur. The impact of volume 

depletion can influence the body in multiple ways. Muscle cramps can develop. Heat exhaustion 

occurs as the body losses its ability to cool itself. Rhabdomyolysis (breakdown of muscle) and 

exercise associated hyponatremia (loss of sodium) can develop. These processes all result in 

decreased exercise performance. From the study it can be concluded that consumption of water 

during workout is not avoidable the process of dehydration can be avoided by intake of water 

during your workouts. 
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Abstract:The world of sport is continually changing over the years, and the use of technology is just one of 

those areas that have made an impact on many sports in the modern day. Technological development is rapidly 

changing almost every facet of the sports industry from the way sports are played and the facilities and 

equipments players use. Multi sports bring a whole new meaning to dynamic coaching. Coaches can use the 

customizable lines for enhanced training purposes as they have the ability to change the scenario at hand via the 

push of a button for the indoor court markings, a new type of glass surface that utilizes programmable lighting 

to create lines for indoor sports playing ground, with this system can be used for illuminating different courts at 

the touch of a switch, adapting to sports such as badminton, basketball, indoor soccer or hockey and handball or 

volleyball. Using a series modification with ceramic treatments to reach levels of elasticity and friction similar 

to traditional indoor courts, the surface technology provides enough bounce to make sure a ball responds to the 

same way as it would on a wooden floor. Combined with sensor technologies, digital markings can also provide 

reference to where a player‟s foot stepped out of bounds, or where a ball landed. We live in an age where 

sporting facilities are becoming ever more modern and state of the art, so the sports floor should be ready for 

the innovations. 

_______________________________________________________________________________________________ 

Introduction  

The sports industry has always been a front runner in innovation. The world of sport is continually 

changing over the years. Multisport floor comes into play; the floor is the product of years of innovation and 

involvement within the sports industry. What has came out the other side is an astonishing piece of architectural 

genius which benefits the sportsperson, regardless of age or skill. The stunning LED lines housed beneath the 

sleek, colored glass on top could also double-up as a nice piece of modern artwork depending on your outlook. 

A stark contrast to the traditional, painted sports lines. We live in an age where sporting facilities are becoming 

ever more modern and state-of-the-art and the use of technology is just one of those areas that has made an 

impact on many sports in the modern day. Technological development is rapidly changing almost every facet of 

the sports industry – from the way sports are played and the equipment players use, to the way sports are 

governed, and, of course, the ways that we, spectators, watch and enjoy the on-field action. 
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Elasticity and floor surface 

Glass floor is more elastic than most wooden floors, elasticity and absorption are consistent across the 

entire area. Usually, glass reflects any source of light and has a slippery surface. But special treatment of the 

surface enables to achieve a very low level of light reflection. The floor surface does not reveal any visible 

reflections which means players are neither distracted nor blinded by glare. In fact, the surface looks very 

homogeneous and neutral. Non-slip properties are ensured by integrated ceramic dots, the number and size of 

which have been adapted so that the non-slip properties comply with those of traditional sports floors. The 

surface developed just the right level of slip resistance but prevents the risk of injury when a player dives for the 

ball or jumps. 

Durability 

The Glass Floor has an expected lifetime of 70 years. The materials used are glass, ceramic and 

aluminum which are known for their resilience and longevity. The main advantages however lie in the glass 

surface whose matt surface means that it does not show scratches or other signs of use, and the ceramic dots 

which withstand any kind of abrasion. The LEDs have a minimum life expectancy of 50,000 hours. Moreover, a 

floor with these properties allows one to use it for a variety of events which would be unthinkable of doing on a 

standard sports floor. It is possible to arrange non-sporting events, and access the floor with scaffolding or other 

heavy equipment. 

Multi functionality 

A professional set of marking lines for every sport is available with a touch on the control panel. 

Portable flooring for individual sports is no longer required. When the lines are turned off, the unique surface 

allows for any venue to be used as an expo space, entertainment venue, dance floor or for many other purposes. 

Reasons for the Glass Floor 

 Glass and aluminum do not age, so the Glass Floor with a “durability” of over 70 years is extremely 

durable and is an integral part of the sports hall. 

 Due to its special surface, there is no damage or permanent soiling on the Glass Floor when using street 

shoes. 

 No skin burns by slipping or falling down as with plastic coverings or wood lacquer. 

 Unique elasticity, which excites all athlete. 

 The clear LED field lines for different sports can be switched on and off individually. This avoids “line 

chaos” as with conventional trays. 

 Insensitive to moisture and heat. 

 The glass plates can be easily removed and reused at any time. 

 Perfect sliding friction due to burnt-on ceramic points, which can be adapted to customer requirements 

by adapting size and density. 

 The patented etching of the glass prevents mirroring in the surface. 

 Unlimited advertising possibilities with LED video surfaces or color-printed and illuminated surfaces 

such as club or company logos. 

 As a full-LED video floor, the ASB Glass floor offers an absolutely extraordinary visual experience. 
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 The LED lines are clearly visible to players and referees in all lighting and all lighting conditions – even 

in strong sunlight. 

 Easy cleaning and maintenance of the floor no specialist required.  

 The surface cannot be damaged by sharp or hard objects. 

 The illuminated lines creates a better sense of space for the playing field. 

 The clarity of the lines makes it easier for referees to recognize whether a ball was out or not. 

 A longer closing of the sports center for maintenance and maintenance work (as with wooden floors) is 

not necessary. 

 Because of its long shelf life, the glass floor is a long-term investment and can be expanded from a hall 

and re-installed at another sports facility. 

Conclusion  

These innovations are great advantage to the sportsperson. Not only do they experience a better quality 

playing surface than the common wooden floor. But the quality of coaching and training they receive is also 

improved, the Multisport brings a whole new meaning to „dynamic coaching‟. Coaches can use the 

customizable lines for enhanced training purposes as they have the ability to change the scenario at hand via the 

„push of a button‟ (touch screen). 

Creativity has no limits and in the sports industry, innovation is constant, whether it is to improve the 

performance of athletes themselves or the fan experience. The sports industry is continuously moving; that is 

why it is an interesting business for entrepreneurs and innovators. One should definitely highlight one new trend in 
this sector, which is the use of technology in sport. They must always insist on high value creation through quality and 
intelligent design, thus having utilized modern technology to aid design in creating the innovative sports floor of the 
future. 
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Abstract—The purpose of the study was to find out the relationship of selected psychological and physical 

performance variables to playing ability of women Ball badminton players. Purposive sampling design was used in 

this study. For this purpose forty (N=40) university level women Ball badminton players at the age of 18 to 23 years 

were selected from Kerala. The psychological variables selected for the study were anxiety, aggression and 

concentration. The anxiety and aggression of the players were measured by using standardized questionnaire that 

sports competitive anxiety test and aggression test and concentration measured by using concentration grid. The 

physical performance variables selected for the study were agility, reaction time, flexibility, speed of movement, hand 

power, back power and leg power. agility was assessed by shuttle relay, reaction time was assessed by nelson hand 

reaction time test, flexibility was assessed by sit and reach test, strength/power were assessed by using hand grip 

dynamometer, back strength dynamometer and leg standing dynamometer. The data were statistically analyzed by 

Pearson product movement correlation was used to compute correlation between psychological and physical 

performance variables to playing ability of women Ball badminton players. The findings indicated that the correlation 

coefficient of anxiety and playing ability (-0.06), aggression and playing ability (0.21) were found not to be significant 

at 0.05 level of confidence. But in the case of concentration and playing ability (0.37) was found to be significant. The 

findings indicated that the correlation coefficient of agility and playing ability (0.06), reaction time and playing ability 

(-0.23), flexibility and playing ability (0.08), speed of movement and playing ability (-0.20), hand power and playing 

ability (-0.04), back power and playing ability (-0.09) and leg power and playing ability (0.24) were found to be not 

significant at 0.05 level of confidence.  

Relationship of psychology to playing ability and Relationship of physical performance to playing ability 

________________________________________________________________________________________________________ 

I.  INTRODUCTION  

Ball badminton is a fast-paced game; it demands skill, quick reflexes, good judgment, agility, and the 

ability to control the ball with one's wrist. The modern Ball badminton game needs High degree of accuracy, 

Reaction, Strength, Flexibility and Reflexes to perform powerful smashes, Fast rallies, Strokes and Shut- at-

net.Psychological factors play an important role on the playing ability and performance of the athletes or 

players. Physical performance directly influences the playing ability of the athlete. 
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II. METHODOLOGY 

A total of forty (N=40) women Ball badminton players in the range 18-23 years were selected as the 

subjects for the study. All of them have represented university Ball badminton team from Kerala state. The 

psychological variables and physical performance variables were selected by reviewing and studying related 

literature in detail and playing ability assessment was through experienced experts. A feasible analysis of as 

to which of the important variables could be taken for the investigation was made in consultation with 

supervisor and the experts keeping in mind the availability of the equipment’s acceptability of the subjects 

and the suitable time that would be developed for test as well as to keep the entire study integrated. For the 

purpose of the study the following variables: Anxiety questionnaire: - Sports Competitive anxiety test 

(Martens, Vealey. Burton), Aggression questionnaire: - Aggression test Tiware and Chauhan, Concentration 

grid test:-Robert s Weinberg and Physical performance variables: Agility: - Shuttle relay, Reaction Time: - 

Drop test. Nelson hand reaction time test, Flexibility: - Sit and reach test, Strength: - (Hand grip 

dynamometer, back strength dynamometer, leg standing dynamometer.), Speed of movement: - Nelson’s 

speed of movement test the descriptive statistics was computed to understand the nature of spread of data. 

Pearson Product Moment Correlation was calculated to find out the relationship of selected variables to 

playing ability 

 

Analysis of Data and discussion on results  

Relationship of selected psychological variables to the playing ability of women Ball badminton players  

Psychological variables 
Co effi. of 

Correlation 

Sig  

Level 

Anxiety -0.06 0.74 

Aggression 0.21 0.20 

Concentration 0.37* 0.02 

*Correlation is significant at the 0.05 level and table value (df 38) is 0.31 

 

Relationship of selected physical performance variables to the playing ability of women Ball 

badminton players  

Physical performance 

variables 

Co effi. of 

Correlation 

Sig  

Level 

Agility 0.06 0.72 

Reaction time -0.23 0.15 

Flexibility 0.08 0.62 

Speed of movement -0.20 0.22 

Hand strength -0.04 0.81 

Lower back strength -0.09 0.59 

Leg strength 0.24 0.14 

*Correlation is significant at the 0.05 level and table value (df 38) is 0.31 

III. DISCUSSION AND FINDINGS 

The study on Relationship of selected psychological and physical performance variables to playing ability 

has brought to light few findings and observations. The purpose of the study was to find out the Relationship 

of selected psychological and physical performance variables to playing ability of women Ball badminton 

players. 
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IV. PSYCHOLOGICAL VARIABLES 

The Psychological variables selected for the study were anxiety, aggression and concentration. The result 

showed that only concentration has significant relationship on playing ability of women Ball badminton 

Players. The result implies that concentration is an important psychological qualities needed for in Ball 

badminton. 

 

Physical performance variables 

The physical performance variables selected for the study were (agility, reaction time, flexibility, speed of 

movement, hand strength, lower back strength and leg strength). On the basis of the statistical analysis it is 

showed that there wouldn’t exist any significant difference in physical performance on playing ability of 

women Ball badminton players. So the role of physical performance are not much relevant in Ball badminton 

at certain extent.  

Concentration is one of the major factor needed for playing Ball badminton. Ball badminton is a fast paced 

game and as a Ball badminton player without proper concentration, this game cannot be played. The study 

relationship of selected psychological and physical performance variables to playing ability of women Ball 

badminton players found that there was significant relationship between psychological variable concentration 

to playing ability of Ball badminton players. The study also found that there was no significant relationship 

between psychological variables namely anxiety and aggression. It may because of women are less 

aggressive as compared to men and the game is not a body contact game. Experience of the players played an 

important role in the anxiety level. The subjects selected for the study had more than eight years of 

experience. This Ball badminton players and competition may be the reason for non-significant difference in 

anxiety of women Ball badminton players. 

The study also found that there was no significant relationship between the selected physical performance 

variables (agility, reaction time, flexibility, speed of movement, hand strength, lower back strength and leg 

strength) and playing ability of women Ball badminton players. As compared to any other major games such 

as football, hockey, volleyball basketball the physical performance of Ball badminton are not that important. 

Ball badminton is a team game were players playing normally in stationary position. There is lack of 

movement in the position during the game. During the practice sessions also the players were doing standing 

practices such as wall practice and service practices, shutting practices, smash practice and floating. The 

result of the study indicates that the selected physical performance qualities have no co-relation with the 

playing ability in fact all this qualities are contributing factor in the Ball badminton consider nature of the 

game reaction time is needed to react fast observing the opponents action and same way speed of movement 

also. Agility and flexibility is required to move freely to different direction and range. 

The important factor that can be noted from the results of the study that the physical fitness level of Kerala 

women Ball badminton players are very poor. If they improve this qualities they may be able to perform 

better in the game an in competition tournaments are held only at national Ball badminton is as compare to 

other game. Hence players may not put much effort on improving performance. Hence it is important to 

include fitness training as part of the total training program of Ball badminton players. 

 

Summary, Conclusions and Recommendations 

Summary 

The present study was under taken to determine the relationship of selected psychological and physical 

performance variables to playing ability of women Ball badminton players. Purposive sampling design was 
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used in this study. For this purpose forty (N=40) university level women Ball badminton players at the age of 

18 to 23 years were selected from Kerala.  

Ball badminton is a fast-paced game; it demands skill, quick reflexes, good judgment, agility, and the 

ability to control the ball with one's wrist. Games are usually played outdoors during the day. All-India 

tournaments are conducted regularly using floodlights in Tamil Nadu, Pondicherry, Andhra, and Karnataka. 

Psychological factors play an important role on the playing ability and performance of the athletes or 

players. Sports are a Psycho-Social activity, the psychology plays an important role in the game of Ball 

Badminton. An adequate amount of aggression is critical for enhancing performance and negative aggression 

effects inversely. Like physical activities, psychological factors were also taken place in playing ability and 

also in the performance. 

Physical Performance was developed with a passion for helping people learn how to exercise properly and 

how their bodies truly function.  Our interest is in encouraging our clients to have the best conditioning 

programs to fit into a lifestyle that will not only help them to be healthier and more physically fit, but also 

happier overall.  

 The psychological variables selected for the study were anxiety, aggression and concentration. The 

anxiety and aggression of the players were measured by using standardized questionnaire and concentration 

measured by using concentration grid.  

The physical performance variables selected for the study were agility, reaction time, flexibility, speed of 

movement, hand strength, lower back strength and leg strength. agility was assessed by shuttle relay, reaction 

time was assessed by nelson hand reaction time test, flexibility was assessed by sit and reach test, strength 

were assessed by using hand grip dynamometer, back strength dynamometer and leg standing dynamometer.  

Pearson product movement correlation was used to compute correlation between psychological and 

physical performance variables to playing ability of women Ball badminton players.  

The findings indicated that the correlation coefficient of anxiety and playing ability (-0.06), aggression and 

playing ability (0.21) were found not significant at 0.05 level of confidence. But in the case of concentration 

and playing ability (0.37) was found significant.  

The findings indicated that the correlation coefficient of agility and playing ability (0.06), reaction time 

and playing ability (-0.23), flexibility and playing ability (0.08), speed of movement and playing ability (-

0.20), hand strength and playing ability (-0.04), lower back strength and playing ability (-0.09) and leg 

strength and playing ability (0.24) were found not significant at 0.05 level of confidence. 

V. CONCLUSION 

The results of the present study were concluded that there was a positive relationship between 

concentration and playing ability of Ball badminton women players of Kerala, whereas no relationship 

between psychological variables namely anxiety and aggression with playing ability among women Ball 

badminton players. 

The study revealed that there was no correlation with physical performance variables namely agility, 

reaction time, flexibility, strength and speed of movement to playing ability of women Ball badminton 

players.  
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VI. RECOMMENDATIONS 

 Create awareness among women Ball badminton players and coaches about the importance of physical 

Fitness. 

 Coaches must give considerations for the improvement of physical fitness of women Ball badminton 

players. 

 Coaches should to add more training programs to enhance the physical Fitness of women Ball badminton 

players. 

 Concentration of the players is to be improved for better performance. 

 Similar study may be conducted among national level players. 
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Abstract  

Job Stress has become a pervasive problem at workplace. Myriad factors are responsible for the 

extent, causes and effects of stress which varies across industries. The proposed study was 

conducted among bank employees in Kerala covering public sector banks, old private sector 

banks and new generation banks. Analysis of extensive survey data collected from 

respondent employees identified 13 dimensions of causes job stress and 3 dimensions of 

psychological effect of stress on individuals which are Professional Anxiety, Social Isolation 

and Professional Dissatisfaction. Canonical correlation analysis is attempted to study the 

strength of interrelationship between sources and psychological effects of job stress. Study 

established the hypothesized interrelationship between stress factors and psychological effects 

of stress.  

Keywords: Job Stress, Psychological effect, Work-home interface, Professional Anxiety, Social 

Isolation, Professional Dissatisfaction 

Introduction 

Occupational stress is a serious and enduring problem in the workplace. The last few decades have 

brought about dramatic changes in the nature of work in organizations. The introduction of new 

technology, particularly the use of computers, in the workplace, coupled with huge shift towards 

globalization and privatization with its inherent features of mergers, acquisition, strategic alliances 
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and downsizing, restructured the functioning of industries. In order to compete successfully in the 

increasingly competitive global market, many organizations started to depend on subcontracting 

and outsourcing which undermine the requirements of permanent employees. 

As a result of these changes in the work environment, significant changes have been noted in the 

conditions of work and employment. The demands for skilled or multi-skilled employees have 

increased in tandem with the growth of information technology. Employees are being asked to 

perform multiple tasks and are forced to carry work home. Jobs have become less stable and secure. 

The number of hours worked per week continues to increase. All these changes in the work 

atmosphere, along with organizational changes, increased the occupational stress and related 

disorders among the employees. 

Stress is an experience that disrupts a person‟s emotional and physical state, such as giving too 

much work that causes someone to become overtired or get into arguments with co-workers that 

results in anger. Stress is an integral part of the work life and in fact a great deal of a person‟s stress 

comes from work.  

Whenever an individual feel that the demand from the job is beyond his/her capacity, he/she is said 

to be under stress. Stress leads to strain. Stress is felt at the psychological level leading to strain 

which is felt at the physical level. Irrespective of the professional status, position in the organization 

or strata of the society to which they belong, people experience stress and strain.Stress could be a 

stimulating experience as long as it is within a controllable limit. When it goes beyond this limit, 

stress becomes distress, which is difficult to manage. At this stage employees feel helpless and 

hopeless and their work will become dull and everything will go wrong. This situation leads to 

reducing his/her efficiency and effectiveness in performing the role assigned to him/her in the 

workplace, society and family. 

There are two types of stress, namely positive (Eustress) and negative (Distress). Positive stress 

offers potential gain leading to better performance, whereas negative stress creates deep dejection, 

despondency and depression. One‟s effectiveness may rise up to a particular level of stress, but 

beyond that level, it invariably drops. In the work environment, when people feel unable to exert 

any control or influence over the demand placed upon them, a sort of tension is created that may 

result in stress. 
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Work stress is perceived and interpreted differently by individuals; and their capacity to cope with it 

and respond to it also differs significantly. Situations that may impose stress on one individual may 

not be stressful to others. Individual characteristics such as personality traits and coping style can 

influence how a person responds to work stress. Although these characteristics can be partly 

responsible for how people respond to stress, working conditions such as workload, demands and 

pressure, conflicting expectations, or fear of lay-offs or being fired at can influence the amount of 

stress that one feels. Individuals with certain personality characteristics, such as Type A personality 

traits or people prone to depression, may respond more often and more intensely to work-related 

stress. Work stress can also result from an imbalance between a person‟s efforts and the personal 

rewards he or she receives from work, for example, workers who take on responsibilities above and 

beyond their normal workload but who don‟t receive the promotion they feel they deserve, may be 

prone to stress.  

The recognized causes of stress are numerous and these include heavy workload, unpleasant work 

practices, work pressure, management techniques and approaches and work environment. Stress can 

also be created in a situation where there are no clear job descriptions or career prospects. Lack of 

support from superiors and non-co-operation of subordinates also results in stress development. 

Heavy responsibility without sufficient authority and decision-making power, time deadlines to 

finish the work, inadequate time to attain the target, etc., normally enhance the stress of an 

individual. Lack of participation in decision-making, lack of recognition or reward for better 

performance, absence of grievance redress mechanism, etc., are the possible causes of stress. In 

short, stressors can be physical, emotional, internally or externally generated. 

The recognized causes of stress are numerous and these include heavy workload, unpleasant work 

practices, work pressure, management techniques and approaches and work environment. Stress can 

also be created in a situation where there are no clear job descriptions or career prospects. Lack of 

support from superiors and non-co-operation of subordinates also results in stress development. 

Heavy responsibility without sufficient authority and decision-making power, time deadlines to 

finish the work, inadequate time to attain the target, etc., normally enhance the stress of an 

individual. Lack of participation in decision-making, lack of recognition or reward for better 

performance, absence of grievance redress mechanism, etc., are the possible causes of stress. In 

short, stressors can be physical, emotional, internally or externally generated. 
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Occupational stress is a major problem in many industries. Though there may be some benefit from 

small amounts of stress such as helping one to remain productive and challenged at work, 

prolonged stress can have debilitating consequences. Despite work posing an exciting challenge for 

people, it can significantly contribute to health problems that include both physical and 

psychological symptoms. Although work stress is not a disease, it has some negative health 

outcomes. Occupational stress can lead to health problems, including the onset of new health 

concerns such as cardiovascular disease or it can exacerbate existing conditions such as asthma, 

irritable bowel syndrome, or high blood pressure. Mood and sleep disturbances, headaches, fatigue 

and gastro-intestinal problems can also be associated with job stress. Depression and anxiety too 

can be linked to prolonged job stress.  

 All these health concerns can lead to increased absenteeism, decreased work performance and 

increased health insurance expenditures. Most concerning is the relationship between work stress 

and behavioral problems such as anger that can lead to violence in and out of the workplace. Work 

stress can also contribute to alcohol or other drug abuse, whereby people use alcohol and other 

drugs to regulate their emotions and cope with difficult and stressful work situations. Stress can 

deteriorate social and family relationship and eventually burn one out. The corporate world, 

therefore, needs to recognize stress as a problem and take necessary steps to act upon it. Stress can 

cause poor work performance and lower employee morale. These factors, in turn, increase 

employee turnover rate and lessen the quality of life.  

         Although a degree of stress may clearly be beneficial in providing stimulation and creating 

energy for better productivity and efficiency, its prolonged presence gives way to physical and 

mental reactions, collectively known as „stress reactions‟.The majority of stress researchers have 

concluded that stress gives rise to negative emotional experiences causing significant deterioration 

in the individual‟s adjustment, behavioral effectiveness, and health. 

Excessive stress is, therefore, destructive, leading to a deterioration in performance (Cox.1993) as 

well as job dissatisfaction, accidents, unsafe working practices and high absenteeism (Cooper 

1986); Smith and Sulsky, 1995). It is also associated with mood changes causing feeling of tension, 

anxiety, fatigue and depression (Cox and Ferguson, 1991; Stone etal., 1993). Studies have 

demonstrated the relationship between stress and cold(Jones and Bright,2001). Certainly, stress is 

depressing, demoralizing and de-motivating. Affected individuals often display decreased energy 
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associated with an inability to keep up with the pace of work.They often perceive that great 

personal expenditure is required at work for very little personal gain or reward(Farrington, 1997). 

Self-esteem may significantly decrease, accompanied by feeling of both failure and hopelessness. 

The personal cost of work-related stress is, therefore, high and may incorporate significant grief and 

suffering and, at times, premature death (Levi, 1996); it may significantly detract from general 

quality of life and well-being (EASHW, 2000). Such effects, in turn, markedly influence the way 

individuals feel, think and behave, resulting in cynicism, negativism and self-depletion; these are 

often worsened by the fact that few people are prepared to admit suffering from stress or seek help 

from it. 

Most researchers argue that the consequences of stress can be classified into three major types: 

Psychological, Physical and Behavioral (Brief, Schuler and Van Sell, 1981; Cooper and Marshal, 

1976;Ivancevich and Matterson, 1980). It is possible that the reaction to the stressor, generally, is 

psychological first and then physiological and/or behavioural. Someone who perceives a great deal 

of work overload might feel anxious (psychological strain), and the anxiety might then cause one to 

lose sleep (physical strain) by thinking about the overload. When one loses sleep for an extended 

period of time, the individual might resort to taking extra sleeping pills (behavioural strain). 

Anxieties, loss of sleep and taking sleeping pills have an effect on one‟s overall performance. 

Review of Literature 

“Organizational climate, role stress and locus of control in job involvement among bank 

personnel”, is a study conducted by Kedarnath(1988) among 500 bank employees to assess role 

stresses, motivational climate, locus of control and job involvement. The findings of this 

study revealed that those who experienced high role stresses showed less job involvement. In 

other words, high and low scoring groups on role stress variables differed significantly with 

regard to job involvement. 

Umasekaran (1989) in a study titled, “Paths to the job satisfaction of bank employees”, investigated 

casual connections among job characteristics, sense of competence (SOC), job involvement (JI) and 

job satisfaction (JS) using 267 bank employees. The study found that work ethics had significance to 

both job involvement and sense of competence, and increasing confidence in job competence and 

skill variety had direct path to job satisfaction. Stress had a direct, negative path to job satisfaction in 

addition to its negative influence on sense of competence. The data indicates that making work more 
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interesting, reducing stress and facilitating success experience would progressively increase 

employees‟ sense of competence, which would result in increased job satisfaction.  

In the study “Occupational stress: field dependence-independence and job level in banking 

organizations”, conducted by Herode, R.D and Palnitkar. A. (1987) a sample of 100 officers and 

100 clerks was used.. The analysis revealed that field dependence-independence had a positive and 

significant association with Occupational Stress and that it was normally distributed among middle 

and lower level managers. The study also contended that Occupational Stress was significantly 

higher among officers than among clerks. Field independent officers were found to experience more 

occupational stress than field- dependent clerks, whereas field-independent clerks experienced more 

occupational stress as compared to field-dependent officers. 

Chaudhary, A (1990) in a study examined the relationship between role stress and job satisfaction 

among bank officers. The main findings of the study was that overall indices of role stress and job 

satisfaction were found to be negatively correlated in the higher as well as the lower age groups of 

bank officers.  

Rajeswari, T.R (1992) in her research work “Employees‟ stress: A study with reference to bank 

employees”, found structured rigidity and poor physical working condition to be the sources of 

stress. This study was conducted among 34 officers and 79 clerks from five nationalised  banks. 

A noteworthy study related to bank professionals was conducted by Pattanayak, B and 

Mishra, P.K. (1997) in their work “Life in Organizations.” The main objective was to explore 

specifically the prevalence and determinants of organizational climate, job stress and job strain 

among the employees in the service sectors.This study revealed that significant differences were 

experienced between younger and older employees on dimensions of experience of inequity, job 

difficulty and inadequacy of role authority. Job strain due to latent hostility, depression and 

physical strain was found to be uniformly distributed in both banking and insurance sectors. 

Further, younger age employees scored higher on job strain dimensions as compared to older age 

employees. 

Chand and Sethi(1997) conducted a study titled “Organizational factors in the development of 

work stress” to examine the organizational factors as predictors of job- related strain. As many as 

150 junior management scale-1(JMS-1) officers working in various banking institutions in the 

State of Himachal Pradesh were taken as sample. Co-efficient of correlation and stepwise 
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Multiple regression analysis were used to analyze the data. The study found significant positive 

relationships between job-related strain and role overload, role conflict and strenuous working 

conditions. The relationships of other organizational variables with job related strain were also in 

the expected direction, though not significant.   

In the study “Locus of control as determinant of organizational role stress”,Ashwinkumar 

Malik and MadhulikaSabharwal(1999) examined the relationship between role stress and 

locus of control in bank employees.The findings partially confirmed that those with an internal 

locus of control experienced less stress than those with an external locus of control. 

Karen, Keelay and Mark Harcourt (2001)made a study titled “Occupational stress: A study of 

the New Zealand Reserve Bank”. This study utilizedKarasek‟s job strain model to predict a 

variety of potential responses to prolonged stress at the New Zealand Reserve Bank and found 

that some stress symptoms decline as skill discretion and decision authority increased, even if 

work demands were light. They also found that some stress symptoms declined as work demands 

decreased, even if authority and skill levels were high.    

Plair Chand(2006), in his study, “Psychological factors in the development of work stress”, 

investigated the psychological factors, such as life event stress, psychosomatic illness, anxiety, 

depression, alienation, control coping, escape coping and symptoms management coping as 

predictors of job related strain among junior management scale-1 officers in banks. Samples of 

150 junior management scale-1 officers were selected from a variety of nationalized banking 

institutions in the State of Himachal Pradesh through purposive and incidental sampling. JMS-1 

officers engaged in different functional areas like branch administration, general banking, saving, 

lending, auditing, accounting, rural development, agriculture, etc., were selected as respondents. 

Co-efficient correlation and step-wise multiple regression analysis were used to analyse the data. 

This research found that job-related strain is positively related with psychosomatic illness, 

anxiety, depression, alienation, and escape coping, and negatively related with life events stress, 

control coping and symptom management coping. Anxiety and alienation were found to be the 

clearest and most significant predictors of job-related strain. 

Keniston (1965), in his study, “The uncommitted: alienated youth in American Society”, has 

explained that alienated individuals often appear to be angry and depressive. In the early stage of 
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burnout, individuals experience perceptual feelings of anger. When a calm, accepting and easy-

going individual begins to burnout, he becomes chronically angry. His anger often becomes 

more focused if the work stress of the individual is unabated, the study concluded. 

The findings of the study, “Reactions to a study of Bureaucracy and Alienation” done by 

Anderson, B. O. (1971), emphasized that when an individual perceives to have lost his/her self 

and is constrained to act according to the forces external to him/her, he/she feels alienated. 

Alienation is no longer confined to individual worker; all sections of person experience 

alienation under the condition just cited. 

Freudenberger (1977) has examined the effect of stress in his study on “Burnout: The 

occupational hazard of the child care worker”. He has concluded in his study that the stress 

experienced by a child-care worker increases fatigue and turns the individual cynical and left 

with burnout.  

If the individual experiences job stress for any period of time, he or she is likely; to become 

demoralized and he or she is ineffective in problem solving, according to Lazarus andLaunier 

(1978), in their study on stress-related transactions between person and environment. 

The findings of the study, “Burned-out Cops and their families” made by Maslach, C.and 

Jackson, S.E.(1979) pointed out that burnout people lose Interest in their job and developed 

intentions to leave their job.Cherniss (1980) in his study, “Staff Burnout: Job stress in the 

Human Services”, argues that psychological stress is more disruptive than motivating the 

workers if the job stress reaches high levels. The disruptive nature of the stress depends on the 

complexity of the task. 

Singh, A.P and Singh, H.C. (1984), in their study, “Occupational stress, security-insecurity and 

job involvement of first level industrial supervisors”, investigated the influence of occupational 

stress and security-insecurity on job involvement of first level industrial supervisors. The 

findings showed significant positive relationship between occupational stress and job 

involvement.The study conducted by Whitehead, J.T.(1987) on “Probation Officer job burnout: 

A test of Two Theories” revealed that stress and burnout are not synonymous; rather, excessive 

and prolonged levels of job stress produce strain and result in burnout on the part of the 

individual if the coping mechanism adopted by the individual is improper.  
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“Stress in Managers and professionals in Indian organizations”, a research work of Ashok, 

K.Sahni (1998), revealed that low-stressed group compared with the high- stressed group tended 

to be significantly higher in respect of their job commitment, self- esteem, satisfaction and good 

human relations. According to the researchers, they were more flexible in their attitudes and 

values and experienced lesser conflict with their superiors.M.Morean etal.(2004), in their study 

“Occupational stress and incidence of sick leave in the Belgian workforce: the Belstress study”, 

show that perceived high strain at work, especially combined with low social support was 

predictive of sick leave in both sexes of a large cohort of the Belgian workforce. 

According to A.K. Srivastava’s(2005) study, “Effect of Cognitive Appraisal on the Relationship 

of Job Stress and Job-related Health Outcomes”, noted that cognitive apprasials markedly 

modified the relationship of job stress and consequent strains.S.N. Modu and S.E.Poodhun 

(2006), in their work “Stress symptoms and substance use among Police officials in the Central 

Regions of Limpopo Province, South Africa”, investigated the sources of job stress, the effect of 

this stress in their personal and interpersonal spheres, and the mechanism used by police officials 

to cope with high levels of stress. The stress was found to affect them mentally and physically. It 

also affected their interpersonal relationships. 

In the study “Occupational stress and Burnout among Women Police”, conducted by Mandeep 

Kaur and Sharanjithkaur (2007), the results indicated positive correlation between 

occupational stress and burnout. RashmiShahu, S.V. Gole (2008), in his study “Effect of job 

stress and job satisfaction on performance: An empirical study”, examined the relationship  

between job stress, job satisfaction and performance among 100 managers of private 

manufacturing firms. The finding suggested that higher stress levels were related to lower 

performance whereas higher job satisfaction indicated higher performance. 

“Oganisational Role stress and job satisfaction among male and female vocational teachers”, a 

study by Vaishali Gupta andKiranSahu (2009)analysed the relationship between 

organizational role stress and job satisfaction among 200 vocational teachers (100 male and 100 

females) from private sectors of Moradabad district. The results indicated that there was a 

significant gender difference regarding job satisfaction. Organisational role stress and job 

satisfaction were significantly and negatively correlated and this relationship was found 

significant for males as well as for females. 
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Research Problem 

Ever since the introduction of deregulation of the banking sector in India in the early 90s, there has 

been a paradigm shift in the focus of banks from social objectives to sound business objectives. 

Accordingly, there has been an increased thrust on profitability and productivity of all banks, 

including the public sector banks. Competition in the industry became intense with the emergence 

of new generation private sector banks and also with the enhanced dynamism of the foreign banks. 

The new generation banks and foreign banks, with their advanced technological base and highly 

skilled manpower, have been relatively at a competitive advantage over their two counterparts, viz., 

Public sector banks and old private sector banks, In order to withstand the competitive pressure and 

also to enhance productivity and customer service, banks have to invest heavily in technology and 

also go for highly skilled manpower or to train their existing staff suitably. In short, for the banking 

system as a whole, adoption of advanced technology has become an imperative to ensure better 

productivity and enhanced customer service. 

      The highly competitive work environment in the banking sector demands updated skill and 

knowledge from the managers and other employees in the banks, which are essential to fulfil the 

ever-increasing aspirations of the high-demanding customers. Coupled with this, the uncertainties 

and ambiguity associated with the finance sector around the globe multiplied the stress level of 

bank employees. A sound theoretical base in banking operation as well as practical experience 

acquired from the job is now not sufficient for them to tackle the various work-related issues 

confronted by them. Moreover, banks are not able to provide adequate training and back up support 

to enhance their competency.  

   The abovesaid transformation in the banking sector has affected the social, economic and 

psychological domains of bank employees and their relations. They have to cope with the enhanced 

work pressure, which leads to more of mental stress and physical strain.  In the light of these 

grounds, it is imperative to study the work-related stress faced by bank employees, the stressors and 

their effect, and strategies to combat such stress. Therefore, the present study addresses the 

following intricate questions: What causes occupational stress in banks? What are the baneful 

effects of occupational stress on employees? What are the psychological reactions to stress?  

Research Goal 
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The main aim of the study is to identify the occupational stressors of bank employees. With this aim 

the following specific objectives are formulated:  

1. To study the sources of occupational stress and to analyze the influencing factors.  

2. To identify the stressors that discriminate employees of different sectors of banks. 

3. To study the psychological effects of job stress on bank employees and to identify the influencing 

factors. 

4. To study the relationship between sources and effects of job stress. 

Research Hypotheses 

The study attempts to test the following Hypothesis:  

Ho: There is no dependence between sources and psychological effects of job stress confronted 

by Bank Employees 

H1: There is dependence between sources and psychological effects of job stress confronted by 

Bank Employees 

Materials and Methods 

In pursuance of the stated objectives and hypotheses, the following methodology was adopted for 

conducting the present study. The descriptive research design is applied for the study. Both primary 

and secondary data have been used, but the study mainly consumed primary data collected from the 

field source. In the first exploratory stage of this study, survey of literature was undertaken to 

familiarize the researcher with the various aspects of the study, to design appropriate methodology 

and to formulate a conceptual framework for the study. An honest effort was made to collect a large 

volume of secondary data from different available sources such as books, journals, Research 

articles, working papers, published and unpublished PhD theses etc. from the libraries of ICSSR- 

New Delhi, Banaras Hindu University, JamiaMilia University, Indian Institute of Banking and 

Finance- Mumbai, IIM- Kozhikodu, CUSAT, Univeristy of Kerala, IMK- Kerala, CDS- 

Thiruvananthapuram, and M.G. University- Kottayam. Relevant data from the official website of 

the Reserve Bank of India and SLBC were accessed. The researcher also conducted unstructured 

personal interview with many of the officials in connection with this particular sector. The scope of 

World Wide Web for collecting data has been exploited well. 
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Data Analysis and Interpretation 

Sample Profile 

Data were collected from 462 respondents spread across three regions and three sectors to 

assess the level of stress, causes of stress, effects of job stress and coping strategies. The relevant 

details about the sample population on the basis of demographic and job-related factors are 

exhibited in the succeeding paragraphs.  

Table 1: Distribution of Respondents 

Gender 
Type of banks 

Total 
PSB OPSB NGB 

Male 148 (58.3) 77 (58.3) 54(71.1) 279 (60.4) 

Female 106 (41.7) 55(41.7) 22(22.9) 183 (39.6) 

Total 254 (100) 132 (100) 76 (100) 462 (100) 

Age: 

30 & Below 

34(13.4) 37(28.0) 38(50) 109(23.6) 

31-40 31(12.2) 18(13.6) 29(38.2) 78(16.9) 

41-50 80(31.5) 40(30.3) 7(9.2) 127(27.5) 

51 & Above 109(42.9) 37(28.0) 2(2.6) 148(32.0) 

Total 254(100) 132(100) 76(100) 462(100) 

Education: 

School Level 

10(3.9) 1(0.8) 0(0) 11(2.4) 

Graduate 156(61.4) 80(60.6) 34(44.7) 270(58.4) 

Post Graduate 88(34.6) 51(38.6) 42(55.3) 181(39.2) 

Total 254(100) 132(100) 76(100) 462(100) 

Income (Rs.): 

< 15000 

24(9.4) 22(16.7) 11(14.5) 57(12.3) 

15001-30000 53(20.9) 38(28.8) 33(43.4) 124(26.8) 

30001-50000 144(56.7) 59(44.7) 26(34.2) 229(49.6) 

 50000 33(13) 13(9.8) 6(7.9) 52(11.9) 

Total 254(100) 132(100) 76(100) 462(100) 

Experience (Yrs):     

< 5 40(15.9) 39(29.5) 38(50) 11725.3) 

6-10 16(6.3) 11(8.3) 20(26.3) 4710.2) 

11-15 17(6.7) 10(7.6) 10(13.2) 37(8.0) 

16-20 19(7.5) 9(6.8) 2(2.6) 30(6.5) 

 20 162(63.8) 63(47.7) 6(7.9) 231(50.0) 
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Total 254(100) 132(100) 76(100) 462(100) 

Exploratory factors extraction model 

Table presents the results of factors‟ extraction on the basis of the Eigen Values greater than 1 

criterion, which resulted in identification of thirteen factors which together would explain 

the variance of 57 per cent. 

Table: Table 2: Total Variance Explained 
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1 9.709 20.657 20.657 9.709 20.657 20.657 4.028 8.570 8.570 

2 2.699 5.742 26.400 2.699 5.742 26.400 3.230 6.873 15.443 

3 1.828 3.890 30.290 1.828 3.890 30.290 2.595 5.521 20.964 

4 1.704 3.625 33.915 1.704 3.625 33.915 2.442 5.197 26.161 

5 1.492 3.174 37.089 1.492 3.174 37.089 1.953 4.155 30.316 

6 1.383 2.942 40.031 1.383 2.942 40.031 1.858 3.954 34.270 

7 1.273 2.707 42.739 1.273 2.707 42.739 1.786 3.800 38.070 

8 1.233 2.623 45.362 1.233 2.623 45.362 1.616 3.438 41.507 

9 1.191 2.533 47.896 1.191 2.533 47.896 1.602 3.408 44.915 

10 1.111 2.364 50.260 1.111 2.364 50.260 1.488 3.166 48.081 

11 1.084 2.307 52.567 1.084 2.307 52.567 1.448 3.081 51.162 

12 1.047 2.227 54.794 1.047 2.227 54.794 1.419 3.019 54.181 

13 1.037 2.207 57.001 1.037 2.207 57.001 1.325 2.820 57.001 

KMO and Bartlett’s Test of Sphericity 

The results of KMO and Bartlettt‟s Test of Sphericity are presented in Table 5.3, which 

shows that the value of Kaiser-Meyer-Olkin (KMO) Measure of Sampling Adequacy value was 

0.886 and the Bartlett‟s Test of Sphericity was significant at one per cent level of 

significance(P<.001), which revealed the appropriateness of the sample data for conducting 

factor analysis.   
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Table 3: KMO and Bartlett's Test 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .886 

Bartlett's Test of Sphericity Approx. Chi-Square 5133.466 

df 1081 

Sig. .000 

 

Table 4: Creation of Factors (Causes of Stress) 

Sl.No Factor Factor Code Number of 

Measures 

1 Work –home Interface F1 11 

2 Leadership support F2 8 

3 Work Pressure F3 8 

4 Group Cohesiveness F4 4 

5 Customer Relationships F5 3 

6 Career Growth F6 6 

7 Compensation F7 2 

8 Job Autonomy F8 3 

9 Customer Services F9 2 

10 Lack of Encouragement F10 2 

11 Lack of Professionalism In 

Management 

F11 3 

12 Staff Shortage F12 2 

13 Externalities F13 2 

Total number of Measures 47 

Overall Reliability .912 

 

Psychological Effect of Stress 

This part of the research study was done to identify the psychological effect of occupational 

stress among the bank employees in Kerala. Based on the various theories and models in the field 

of occupational stress research, and in consultation with experts in the field of academic research 

and industry, 24 statements were developed for assessing the various psychological effects of 

occupational stress in the field of banking industry. In order to test the internal consistency of the 

scale and to reduce the number of statements to a manageable size, a pilot study was conducted. 

Responses were obtained from 56 employees in the banking sector through interview scheduling. 

A five-point Likerts scale was used to measure the agreement with the statements. Reliability 
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analysis was done to ensure the reliability of the instrument and those items with item-to-total 

correlation below 0.3 and Cronbach‟s alpha below 0.7 were deleted resulting in a 15-item scale to 

measure the psychological effect of occupational stress.  

Fifteen statements are considered to measure the psychological effect of occupational 

stress which has an overall Cronbach‟s alpha of 0.848 which is well above the accepted norms of 

0.70 (Nunnally, J.C, 1978). Hence the variable identified and included in the instrument are 

reliable and relevant. 

Exploratory Factor Analysis (EFA) was carried out on 15 measures to validate construct 

which will help to analyse the employees‟ responses and to evaluate factors which exert influence 

over the magnitude of psychological effects of stress. The measures were subjected to Principal 

Component Analysis (PCA) under the restriction that the Eigen value of each construct should be 

more than 1. The various measures used to assess the psychological effects of stress, along with 

item code, mean and S.D are exhibited in the following Table.    

Table 5: Psychological Effects of Stress-Variables 

Sl.No 
Item 

Code 
Statements Mean S.D 

1 PE 1 
I am totally satisfied with my present job. 

2.4784 1.04485 

2 PE 2 

If a friend seeks my opinion on joining a job like mine, I 

will strongly recommend it.  2.6190 1.10702 

3 PE 3 
I feel completely exhausted at the end of the day. 

3.3723 1.04556 

4 PE 4 
I feel tired (even with adequate sleep) during the day. 

2.9589 1.06840 

5 PE 5 

I worry if these mounting pressures persist for long, it will 

significantly damage my efficiency to work hard. 3.2965 1.09264 

6 PE 6 

I feel frustrated in carrying out my responsibilities at 

work.  
2.6732 .97434 

7 PE 7 
It is hard for me to feel calm and relaxed at work. 

2.8550 1.05518 

8 PE 8 
I find it difficult to finish my work in the stipulated time.  

2.8723 1.09174 

9 PE 9 
I often miss the get-together parties of my family and 

3.6212 1.02751 
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friends. 

10 
PE 

10 

I feel that I can‟t serve the customers as expected. 
2.6364 1.03193 

11 
PE 

11 

I have a lot of other interests (e.g. cultural, social, spiritual 

etc…) which remain neglected due to workload.  3.4654 1.09321 

12 
PE 

12 

I spend so long at work that my outside relationships are 

suffering. 
3.4177 1.10056 

13 
PE 

13 

I always get a good night‟s sleep without worrying about 

my work. 
3.2251 1.07686 

14 
PE 

14 

Since I am preoccupied with a hectic work schedule, I give 

only a little attention to my family. 3.0173 1.07006 

15 
PE 

15 

I feel emotionally drained from my work. 
2.9026 1.00607 

KMO and Bartlett’s Test of Sphericity 

The result of KMO and Bartlettt‟s Test of Sphericity are presented in Table 6.3, which 

show that the value of Kaiser-Meyer-Olkin (KMO) Measure of Sampling adequacy value is 

0.991 and the Bartlett‟s Test of Sphericity is significant at one per cent level of 

significance(P<.001), which reveal the appropriateness of the sample data for conducting factor 

analysis.   

Table 6: KMO and Bartlett's Test 

Kaiser-Meyer-Olkin Measure of Sampling 

Adequacy. 

.911 

Bartlett's Test of 

Sphericity 

Approx. Chi-Square 2498.702 

df 105 

Sig. .000 

 

 

 

 

Exploratory factors extraction model 
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Table 7 presents the results of factors‟ extraction on the basis of the Eigen values greater 

than 1 criterion, which resulted in identification of three factors which together explain the 

variance of 56 per cent.                                  

Table 7: Total Variance Explained 
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1 5.894 39.292 39.292 5.894 39.292 39.292 3.504 23.362 23.362 

2 1.275 8.500 47.793 1.275 8.500 47.793 2.798 18.654 42.016 

3 1.160 7.730 55.523 1.160 7.730 55.523 2.026 13.507 55.523 

Extraction method: Principal component analysis 

Source: Primary survey 

Table 8: Creation of Factors (Effect of Stress) 

Sl.No Factor Factor Code Number of 

Measures 

1 Professional Anxiety E1 8 

2 Social Isolation E2 4 

3 Professional Dissatisfaction E3 3 

Total Measurers 15 

Overall Reliability .848 

Canonical Correlation Analysis 

Canonical correlation analysis is a multivariate statistical model that facilitates the study 

of interrelationships among sets of multiple dependent variables and multiple independent 

variables. It measures the strength of the overall relationships between the linear composites 

(canonical variates) for the independent and dependent variables. In effect, it represents the 

bivariate correlation between the two canonical variates. While multiple regressions predict a 

single dependent variable from a set of multiple independent variables, canonical correlation 

simultaneously predicts multiple dependent variables from multiple independent variables. In 

situations with multiple dependent and independent variables, canonical correlation is the most 

appropriate and powerful multivariate technique. It has gained acceptance in many fields and 
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represents a useful tool for multivariate analysis, particularly as interest has spread to considering 

multiple dependent variables. Canonical correlation identifies the optimum structure or 

dimensionality of each variable set that maximizes the relationship between independent and 

dependent variable sets. 

Sources of Job Stress and Psychological Effects 

Here, a study on the association between 13 stress factors, causes of stress, identified with 

3 psychological effects, is attempted and the results of the analysis are given below. 

Table 9: Test of Canonical Dimension 

Canonical 

Dimensions 

Canonical 

correlation 
F 

Hypoth. 

DF 

Error 

DF 

Sig. of 

F 

1 .82389 17.09585 39.00 1123.05 .000* 

2 .34288 4.11556 24.00 760.00 .000* 

3 .33535 4.38873 11.00 381.00 .000* 

Source: Primary survey 

* Significant at 5 per cent level. 

Table 10: Standardized Canonical Coefficients (Dimensions)  

Variables( stressors) 
Dimensions 

1 2 3 

Work-home interface .72915 -.75204 -.58993 

Leadership support .06785 .40864 -.55841 

Work pressure .20097 .20612 .80379 

Group cohesiveness .09051 .29147 -.25183 

Customer relationship .01070 .32995 .56776 

Career growth .02258 -.23503 .30898 

Compensation .03718 .04023 -.09854 

Job autonomy -.02221 .19983 .16639 

Customer services .09911 .43604 -.23954 
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Lack of encouragement -.03153 .37963 .19246 

Lack of professionalism in 

management 

-.02611 .04227 -.15173 

Staff shortage -.06983 -.13755 .10801 

Externalities .08180 -.30382 -.12730 

Source: Primary survey 

 

Table 11:  Standardized Canonical Coefficients for Covariates (Psychological Effects) 

Covariate 1 2 3 

Professional Anxiety. -.53369 -.64269 -.99786 

Social Isolation -.51556 .98887 .62940 

Professional 

Dissatisfaction 

-.14923 -.68257 .78499 

Tests of dimensionality for the canonical correlation analysis, as shown in Table 6.35, 

indicate that all the three canonical dimensions are statistically significant at the 5 per cent level. 

Dimension 1 has a canonical correlation of 0.82 between the sets of variables, while for 

dimension 2 the canonical correlation is much lower at 0.34. Also, the third canonical correlation 

is .34 (.335). 

Table 6.36 presents the standardized canonical coefficients for the three dimensions 

across both sets of variables. The first canonical dimension is most strongly influenced by work-

home interface (.73) and for the second dimension, by Work-home interface (-.75), Leadership 

support (.41) and Customer services (.44). The third dimension is dominated by Work pressure 

(.80), Work-home interface (-.58), Leadership support (-.56), and Customer relationship (.57). 

For the covariates (Table 6.37), the first dimension comprises Professional anxiety (-.53) and 

Social isolation (-.51). For the second and third dimension all the three variables are important 

with Social isolation (.98) dominating the second dimension and Professional anxiety (-1.0) 

dominating the third dimension. 

From the results of the study, it can be summarized that the first canonical correlation of 

0.82 indicates that there is a strong association between the independent variable, Work-home 
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interface with the dependent variables, Professional anxiety and Social isolation. The second 

canonical correlation of 0.34 indicates that there is interrelationship between stress factors such 

as Work-home interface, Leadership support and Customer service and psychological effects. 

The third dimension also shows canonical correlation of .34, which also reflects an overall 

relationship between the canonical variates for the independent and dependent variables. So, 

stress due to extensive Work pressure from all directions including domestic pressure on 

employees‟ results in all the three psychological outcomes of job stress. 

Since there is significant relationship between causes of stress such as Work-home 

interface, Leadership support, Work pressure, Customer relationship and Customer services, and 

psychological effect of stress such as Professional anxiety, Social isolation and Professional 

dissatisfaction, the null hypothesis is rejected and it is established that there is interrelationship 

between sources and effects of job stress.  

Conclusion 

Canonical correlation analysis is done to measure the strength of interrelationship between 

sources and psychological effects of job stress. Tests of dimensionality indicate that all the three 

canonical dimensions are statistically significant at 5 per cent level. Strength of interrelationship 

between sources of job stress and physical effects is also measured through canonical correlation, 

which shows that only two canonical dimensions are statistically significant at 5 per cent level. It is 

concluded from the analysis that the hypothesized relationship between stress factors and physical 

and psychological effects of stress is statistically significant. 
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Abstract 

The study focused on the Responsible Tourism service satisfaction of tourists in a popular RT 

destination of Kerala, Kovalam. Non- probability sampling technique was adopted to collect 

data from a sample of 103 respondents in the selected destination. The analysis of data 

revealed the presence of two factors that are dependent on Overall Tourist Satisfaction (OTS) 

and they are Behavioral Traits (BT) and Contentment (C) in association with the destination. 

Also this Overall Tourist Satisfaction (OTS) influences the intention of tourists to visit the 

destination again, ie, their Revisit Intention (RI). Thus we got a clear relationship between 

Behavioral Traits, Contentment, Tourist Satisfaction and their Revisit Intention. 

Key words 

Responsible Tourism (RT), Behavioral Traits (BT), Overall Tourist Satisfaction (OTS), 

Contentment (C), Revisit Intention (RI). 

Introduction 

Responsible Tourism became one of the established areas of tourism research and 

practice. Even though this concept overlaps significantly with concepts of sustainable 

tourism, ethical tourism, integrated tourism and pro-poor tourism, the label of RT is by far the 

most favored industry term. Responsible Tourism got its prominence in the year 2002, in the 

World Summit on Sustainable Development in Cape Town in South Africa.  

Responsible Tourism can be called as a tourism management strategy where the 

tourism sector and the tourists take responsibility to protect and conserve the natural 

environment and local cultures and also contribute to the local economies by providing better 
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quality of life for local people (RT requirements-SANS 1162:2011). Thus RT destinations 

shall equip itself with such facilities that can provide quality travel experiences to the tourists, 

thereby promotes the conservation of natural environment and offer opportunities and 

benefits for local people. Hence Responsible Tourism is all about “using tourism to make 

better places for people to live in and better places for people to visit, in that order” (Nair, 

2018). 

Harun, Chiciudean, Sirwan, Arion and Muresan (2018) and Ganapala and Pradeep 

Karunathilaka (2016) studied about attitudes and perception of local community towards 

sustainable tourism development in certain RT destinations. Morrison- Saunders, Hughes, 

Pope, Douglas and Wessels (2019) studied about the visitors expectations for RT initiatives 

in tourism destinations. Also RT development in Small Island communities are studied by 

Vikneswaran Nair (2018) .The challenges of RT is studied and analysed by a stakeholder 

approach by Tichaawa and Samhere (2015) and Ottlie Geiger (2017). Responsible Tourism 

and quality of life of host community is studied by Nkemngu (2015) and Pavlic, Portolan and 

Puh ( 2015). Resident perception of RT in China is studied by Gong and Knight (2018). Jobi 

and Satheesh (2016) focused on Responsible Tourism activities of local communities in 

Kumarakom Grama Panchayath in Kottayam in Kerala. 

Research Problem 

 Tourism is now becoming an inevitable opportunity to bridge the gap between the 

socio- cultural, economic and environmental plethora of domestic and foreign tourists. As the 

expectations of the tourists and tourism stakeholders are alarmingly increasing in the present 

era, a responsible behavior in tourism becomes the order of the day. Here lies the relevance of 

Responsible Tourism, which gives maximum benefits to the host community by minimal 

exploitation of the environment. The tourists, as well as the tour operators, hoteliers, 

government and the host community do their respective roles so as to keep the responsible 

objectives of Responsible Tourism intact. The Responsible Tourism Mission in Kerala gives 

the tourists unique experiences by way of RT packages, which varies from one RT 

destination to another. The uniqueness of these packages always enthralls the tourists that 

they develop an inner urge to come back again to the destination. Here an attempt is made to 

identify the relationship between tourist satisfaction and their revisit intentions. Hence the 

Alochana Chakra Journal

Volume IX, Issue IV, April/2020

ISSN NO:2231-3990

Page No:2972



 
 
 
 

problem is stated as “Responsible Tourism in Kerala: A study on Tourist Satisfaction 

and Revisit Intention”. 

Research Objectives 

The study is focused on following specific objectives: 

1. To identify various dimensions of Overall tourist satisfaction and its interrelationship 

with extent of tourist satisfaction. 

2. To identify nature and extent of interrelationship between overall tourist satisfaction 

and Revisit intention. 

Hypotheses of the study 

The following hypotheses are tested in the study: 

 H1: There is no relation between various dimensions of Tourist satisfaction and the 

extent of satisfaction. 

 H2: Revisit Intention is independent of Overall Tourist Satisfaction in Responsible 

Tourism. 

Method 

 Responsible Tourism strives to create cohesion between the host community 

perspectives and the tourist expectations. RT authorities are very keen in selling unique 

experiences to the tourists visiting a destination. The study was conducted in Kovalam in 

Thiruvananthapuram district in Kerala. Kovalam is a beach destination which attracts both 

domestic and foreign tourists. The period of the study ranged from July to September 2019. A 

mixed methodology is adopted by using both quantitative as well as qualitative data. A pre- 

structured interview schedule is used to collect data from the respondents. About 250 

respondents are approached and only 107 are capable for analysis. Some respondents gave 

partly filled questionnaires, some behaved in an odd manner and some are not even ready to 

answer the questions. Such responses are rejected and 107 full-fledged questionnaires are 

selected for final analysis. The assistance of language translators are also sought for the 

collection of data from foreigners. 
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Convenience sampling technique is used to collect the data from respondents. The data so 

collected are tested for reliability and validity and the value was 0.72, which was reliable 

enough in Pre- testing as per the standard reliability norms. The collected data are codified, 

classified, tabulated and analysed in a systematic manner. The responses of tourists are 

measured based on a five point Likert scale. Exploratory Factor Analysis (EFA) and Multiple 

Regression Analysis are the main analysis tools used in the study. 

Analysis 

1. Sample Profile 

2. Tourist Satisfaction 

 The extent of satisfaction enjoyed by the tourists upon the Responsible Tourism initiatives is 

very important in determining the success of RT policy in a destination. Here Tourist 

Satisfaction has been measured on a five point Likert scale by using 19 statements related to 

the satisfaction level of tourists. The mean and standard deviation are depicted below: 

Table 2.1: Tourist Satisfaction (TS) 

Sl.

No 

Variables N Mean SD 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

11. 

12. 

13. 

14. 

15. 

Tourism personnel accommodates language preferences of tourists 

The service employee has good language skills 

The service employee uses positive language 

Voice of tourism personnel is clear to understand 

Listens carefully to what the tourist says 

Converses at a proper speed 

The propriety of service personnel is well and good 

Tourism employee is friendly and respectful 

Tourism employee is willing to help tourists 

Tourism employee behaves gracefully 

The tourism personnel knows the job very well 

He/ She is able to answer tourists’ questions quickly 

Tourism employee understands that the tourists rely on them to meet the 

needs 

The tourism personnel possesses the expertise to analyse tourists’ problems 

107 

107 

107 

107 

107 

107 

107 

107 

107 

107 

107 

107 

107 

107 

107 

4.19 

4.16 

4.25 

4.12 

4.15 

4.12 

4.17 

4.21 

4.21 

4.20 

4.21 

4.18 

4.16 

4.15 

4.14 

.870 

.803 

.674 

.749 

.750 

.696 

.693 

.697 

.669 

.679 

.697 

.750 

.702 

.775 

.745 
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16. 

17. 

18. 

19. 

Cost of the tourist spot/ tourism service is reasonable and worthy 

The service experience is well organized and problem free 

The service made the trip a richer experience for the tourists 

The quality of tourism service has been extensively good and appealing 

My feeling towards the tourism service here is positive 

107 

107 

107 

107 

4.13 

4.07 

4.15 

4.22 

.741 

.696 

.670 

.634 

Source: Primary data, N= No. of respondents, S.D= Standard Deviation 

Table 2.1 shows that the third and nineteenth statements have maximum means followed by 

eighth, ninth, eleventh and tenth statements. Also the SD is least with respect to the 

nineteenth statement followed by ninth, eighteenth and third statements. From the table it is 

clear that the tourists are satisfied with the overall tourism service of the destination, the 

positive language of the tourism personnel, the helpful mentality, grateful behavior and the 

respectful nature of the personnel. The table also points out that the tourists have a positive 

feeling towards the tourism services in the destination. 

3. Reliability Analysis 

The analysis tool is pretested for ascertaining the reliability and validity. The pretested result 

is depicted below: 

Table 3.1: Reliability Table 

 

 

From table 3.1, it’s clear that the nineteen statements have sufficient reliability to do 

further analysis as the Cronbath’s Alpha is 0.978 which is greater than the standard Alpha 

value of 0.70 (Nunnaly in 1978). 

4. Exploratory Factor Analysis (EFA) 

After attaining sufficient reliability, a detailed analysis of the nineteen statements is 

conducted with the help of EFA. The results are shown below: 

Table 4.1: KMO and Bartlett’s Test 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy .901 

Bartlett's Test of Sphericity Approx. Chi-Square 3130.978 

Cronbach’s Alpha No. of items  

0.978 19 
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Degrees of Freedom 171 

Sig. .000 

 

According to Kaiser, a measure greater than 0.9 is marvelous, greater than 0.80 is 

meritorious, greater than 0.7 is middling, greater than 0.6 is mediocre, greater than 0.50 is 

miserable and less than 0.5 is unacceptable (Darren and Paul, 2011, p.256). Here the measure 

is 0.901 which is marvelous that the sample is adequate to do factor analysis. A significance 

value of less than 0.05 indicates that the data do not produce an identity matrix. Table 4.1 

shows a significance value of 0.000 which is less than 0.5 and thus the distributions are 

approximately multivariate, normal and acceptable for factor analysis. 

  

Table 4.2: communalities 

 

 

 

 

 

 

 

 

 

 

 

 

Variable code Initial Extraction 

TS 1 

TS 2 

TS 3 

TS 4 

TS 5 

TS 6 

TS 7 

TS 8 

TS 9 

TS 10 

TS 11 

TS 12 

TS 13 

TS 14 

TS 15 

TS 16 

TS 17 

TS 18 

TS 19 

1.000 

1.000 

1.000 

1.000 

1.000 

1.000 

1.000 

1.000 

1.000 

1.000 

1.000 

1.000 

1.000 

1.000 

1.000 

1.000 

1.000 

1.000 

1.000 

 

.625 

.655 

.837 

.853 

.855 

.844 

.833 

.862 

.853 

.860 

.845 

.811 

.798 

.814 

.762 

.785 

.834 

.815 

.550 
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Source: Principal Component Analysis 

Table 4.3: Total Variance Explained- Factors influencing Tourist Satisfaction 

Component Initial Eigen Values Rotation Sum of Squared Loadings 

Total % of Variance Cumulative % Total % of Variance Cumulative % 

1. 13.680 71.999 71.999 7.981 42.006 42.006 

2. 1.412 7.433 79.432 7.111 37.426 79.432 

Extraction Method: Principal Component Analysis 

From table 4.3, two factors with Eigen values more than one are extracted. Eigen Value 

respresents the amount of variance accounted by a factor and the Kaiser Rule is to drop all 

components with Eigen values less than one. 

Table 4.4: Rotated Component Matrix 

Item 

code 

Components 

1 2 

TS 4 

TS 5 

TS 8 

TS 6 

TS 9 

TS 7 

TS 3 

TS 10 

TS 1 

TS 2 

TS 18 

TS 17 

TS 14 

TS 16 

TS 12 

TS 15 

TS 11 

.861 

.853 

.840 

.834 

.827 

.826 

.814 

.803 

.517 

.675 

 

 

 

 

 

 

 

 

.862 

.858 

.789 

.752 

.743 

.734 

.733 

Alochana Chakra Journal

Volume IX, Issue IV, April/2020

ISSN NO:2231-3990

Page No:2977



 
 
 
 

TS 13 

TS 19 

 

 

.723 

.696 

Extraction Method: Principal Component Analysis 

Rotation Method: Varimax with Kaiser Normalisation 

Table 4.4 shows the rotated factor matrix gives the loadings of each measure on each of the extracted 

factors. Accordingly the factors are Behavioual Traits (BT)[from TS4 to TS2] and 

Contentment(C) [from TS 18 to TS 19]. 

Table 4.5: Reliability table of Components 

Components No. of Items Cronbach’s Alpha 

Behavioual Traits (BT) 

Contentment (C) 

10 

9 

.970 

.963 

Table 4.5 depicts the internal consistency of the components, which is measured by using 

Cronbach’s Alpha. As the Alpha values are more than the threshold of 0.7 suggested by 

Nunnaly in 1978, the scale has internal consistency and reliability. 

5. Regression Analysis- I 

Regression Analysis is used to reveal how different factors affect the Overall Tourist 

Satisfaction of Tourists. Regression explains the variation in one dependent variable caused 

due to the variations in one or more independent variables. If multiple independent variables 

are used to explain the variation in a dependent variable, it is called multiple regression 

model, the output of which will be used for testing the hypotheses. 

Correlation 

Correlation is a statistical tool to identify the degree to which one variable is linearly related 

to another [Levin and Rubin (2007)]. Here correlation analysis is done to identify the 

relationship between Behavioral Traits (BT) and Contentment (C) to Overall Tourist 

Satisfaction (OTS). Table 5.1 shows that the correlation is significant at 5% level of 

significance. Also there exists positive correlation between BT, C and OTS. 
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Table 5.1: Correlation Analysis 

 OTS BT C 

OTS 

BT Total 

C Total 

1.000 

.275 

.266 

.275 

1.000 

.833 

.266 

.833 

1.000 

Sig. OTS 

BT Total 

C Total 

- 

.002 

.003 

.002 

- 

.000 

.003 

.000 

- 

 At 5% level of significance 

 

Table 5.2: Model Summary of Regression Analysis 

Model R R square Adjusted R 

square 

Std. Error of 

the estimate 

Durbin- 

Watson 

1 0.283 0.080 0.062 2.07878 1.661 

a. Predictors: (Constant), F2: Contentment TOTAL, F1: Behavioral Traits TOTAL 

b. Dependent Variable: Overall Tourist Satisfaction 

R square and Adjusted R square must be a value close to each other. As per Table 5.2, the 

value is somewhat closer and it’s a good practice to follow adjusted R square value for 

interpretation as it explicitly takes in to account the number of variables included in the 

model (Gujarati in 2006). From the table, it’s clear that 6.2 percent of the variations in 

Overall Tourist Satisfaction of Tourists are caused by Behavioual Traits and Contentment of 

the Tourist personnel. 

Table 5.3: ANOVA Table showing the Regression Model Fit 

Model  Sum of 

Squares 

df Mean 

Square 

F Sig. 

1 Regression 

Residual 

Total 

39.051 

449.416 

488.467 

2 

104 

106 

19.525 

4.321 

4.518 0.013 
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 Significance at 5% level 

a. Dependent Variable: Overall Tourist Satisfaction (OTS) 

b. Predictors: (Constant), F2: Contentment (C) TOTAL, F1: Behavioral Traits (BT) TOTAL 

 

Table 5.3 shows that the model is statistically significant at 5% level of significance as the 

sig. value is less than .05. 

Table 5.4: Coefficients- Significance of BT and C on OTS 

Model Dimensions Beta t Sig. Tolerance VIF 

1 (Constant) 

F1 BT Total 

F2 C Total 

 

0.174 

0.120 

8.892 

1.027 

.709 

.000 

.307 

.480 

 

.307 

.307 

 

3.262 

.262 

 Significance at 5% level 

a. Dependent Variable: OTS 

The Beta coefficient gives a measure of the contribution of each variable to the model. 

Higher the Beta value, greater is the effect of independent variable on dependent variable. 

Table 5.4 shows factor one, BT has highest influence on Overall Tourist Satisfaction of 

Tourists as it has higher Beta value compared to factor two. 

Testing of Hypothesis I 

From the above analysis it’s clear that; there exists significant relationship between various 

components of tourist satisfaction and the extent of satisfaction enjoyed by the tourists. 

Hence the null hypothesis is rejected and the alternate one is accepted. 

6. Regression Analysis- II 

Here Regression analysis is done to establish the relationship between Overall Tourist 

Satisfaction (OTS) and Revisit Intention (RI) of Tourists. RI is the dependent variable which 

is dependent on the independent variable OTS. 

Correlation 

A Correlation is first established between OTS and RVI. The details of which can be seen in 

Table 6.1 

Table 6.1: Correlation Analysis 
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 RI OTS 

RI Total 

OTS 

1.000 

.754 

.754 

1.000 

Sig. RI Total 

OTS 

- 

.000 

.000 

- 

 At 5% level of significance 

Table 6.1 clearly states that positive correlation is existing between RI and OTS of Tourists. 

Table 6.2: Model Summary of Regression Analysis 

Model R R square Adjusted R 

square 

Std. Error of 

the estimate 

Durbin- 

Watson 

1 0.754 0.568 0.564 1.86182 1.464 

a. Predictors: (Constant): OTS 

b. Dependent Variable: RI 

R square and Adjusted R square must be a value close to each other. As per Table 6.2, the 

value is somewhat closer and it’s a good practice to follow adjusted R square value for 

interpretation; as it explicitly takes in to account the number of variables included in the 

model (Gujarati in 2006). From the table, it’s clear that 56.4 percent of the variation in 

Revisit Intention (RI) is caused by Overall Tourist Satisfaction (OTS) of the tourists. 

Table 6.3: ANOVA Table showing the Regression Model Fit 

Model  Sum of 

Squares 

df Mean 

Square 

F Sig. 

1 Regression 

Residual 

Total 

478.703 

363.969 

842.673 

1 

105 

106 

478.703 

3.466 

138.099 0.000 

a. Dependent Variable: RI TOTAL 

b. Predictors: (Constant), OTS 

Table 6.3 shows that the model is significant as the sig. value is lower than .05 at 5% level of 

significance. 

Table 6.4: Coefficients- Significance of OTS on RI 

Model Dimensions Beta t Sig. Tolerance VIF 
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1 (Constant) 

OTS 

 

 

.754 

 

-.088 

11.752 

 

.930 

.000 

 

 

1.000 

 

1.000 

a. Dependent Variable: RI; Significance at 5% level. 

The Beta coefficient gives a measure of the contribution of each variable to the model. 

Higher the Beta value, greater is the effect of independent variable on dependent variable. 

Table 6.4 shows that even 1% variation in OTS will lead to 75.4% of variation in RVI of 

Tourists. Hence the model validated. Thus the statistically validated model is given in Fig: 1 

Fig: 1 

Statistically Validated Model 

0. .174 

  .754 

 

 .120  

 

 

Testing of Hypothesis II 

The analysis pointed out that the Revisit Intention of Tourists is greatly dependent on the 

Overall Satisfaction enjoyed by the tourists in a destination. Hence there exists strong 

relationship between OTS and RI of Tourists. Thus the null hypothesis is rejected and the 

alternate one is accepted. 

Conclusion 

Responsible Tourism is that form of tourism which clearly associates its connections 

withvaried aspects like ethics, social responsibility, sustainable development and 

sustainabletourism. All these aspects offers multiple research options to the general public 

(State &amp;Bulin, 2016) . Also previous research works states that the perception of tourists 

on thenegative effects of tourism can positively affect their perceptions of responsibility, 

BT 

C 

OTS RI 

Alochana Chakra Journal

Volume IX, Issue IV, April/2020

ISSN NO:2231-3990

Page No:2982



 
 
 
 

which isvital for the promotion of responsible behaviors’ (Gao, Huang, &amp; Zhang, 2017) 

. The keyfactors that affect the motivation of tourists to become loyal to a particular 

ResponsibleTourism destination includes their destination perceptions and brand 

consciousness of theirRT operators. The attitudinal and behavioral loyalty of tourists are 

greatly dependent onvarious other factors which are discussed in this article. The study shows 

that BehavioralTraits and Contentment are the factors which affects the tourists in positively 

molding theirbehavior towards Responsible Tourism in Kovalam. The ultimate result of these 

factors isthe enhancement of the Overall Tourism Satisfaction enjoyed by the tourists. Once 

thetourists are satisfied, they will have an inner urge to come back again to visit the same 

RTdestination. Thus, Overall Tourist Satisfaction will lead to Revisit Intention. Hence, 

Responsible Tourism in Kovalam, which is studied among 107 tourists is a 

revitalizingexperience to create an awareness that tourists are eagerly waiting to visit the 

destinationagain as they are contended of the RT packages offered. 
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Abstract  

The purpose of the study is to determine the perceived benefits of loyalty programmes among 

customers and its effect on their purchase intentions. It also determines the influence of 

demographics on customer loyalty programme membership and its relationship between purchase 

intentions of customers. A descriptive analysis has been undertaken to determine the relationship 

between the selected variables. The paper has several practical implications for the 

stores/organizations who want to retain customers through effective loyalty programmes. By 

reviewing major recent literature, this study has developed an 8 dimensional model which has the 

potential to make new contributions particularly in the area of marketing. Regression Analysis 

and Correlation Analysis has been used to validate identified constructs for purchase intention. 

The study aids both the marketers and consumers as it helps the marketers to increase their sales 

by designing best loyalty programme, at the same time it helps the consumers to derive maximum 

benefit out of the loyalty programme offered to them. The findings of the study have managerial 

implications for the marketers as it helps them to locate their potential customers. The study also 

highlights the need for the marketers to create loyalty by rewarding their customers for their 

repatronage buying behaviour.   

Keywords – Loyalty Programme, Purchase Intention, Repatronage buying behaviour  

 

INTRODUCTION  

In India, retail has become one of the biggest emerging sectors owing to economic growth, 

recent Government of India’s initiatives and increasing FDI projects. Due to these changes retail 

environment in India is also evolving and modernizing. Another factor that has fuelled this shift is 

the changes in customers learning and preferences. Rapid changes and intense competition have 

resulted in countless choices and alternatives being made available in the business environment 

for the customers. In such a scenario, it becomes very important and an absolute necessity for the 

marketers to not let the customer to switch over to the products and services of competitors. 

Therefore, it is obvious for the companies today to run a rat race to woo the customers through a 

variety of relationship marketing strategies and tactics. One such strategy employed to make the 

customers stick to a particular product/brand/store is ‘Customer Loyalty Programme’. Such 

loyalty programmes are a well known feature in developed markets wherein the retail sector 
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especially finds its extensive use globally. However, while referring to Indian context, such 

relationship marketing strategies is still in their early stage. The goal of a loyalty program is to 

establish a higher level of customer retention in profitable segments by providing more 

satisfaction and value to certain customers (Bolton, Kannan, and Bramlett 2000).. There is also 

scant research on which variables affect the relationship between the loyalty program and 

customer loyalty. Also, loyalty programs are often misunderstood and misapplied. When it comes 

to design and implementation, too many companies treat rewards as short-term promotional 

giveaways (O’Brien and Jones 1995). Many companies openly discuss all the benefits of loyalty 

programs, but in reality, their decision to launch a program is often motivated by fears of 

competitive parity (Dowling and Uncles 1997). Despite the prevalence of loyalty programs 

worldwide, little research has been done on the actual effectiveness of loyalty programs, and much 

of the attention is focused on packaged-goods markets (Bowman and Lele-Pingle 1997; Uncles 

and Laurent 1997)  

there is relatively little empirical research concerning the mechanisms by which the loyalty 

program operates (for an exception, see Bolton et al. 2000).   

Thus the overall purpose of this study is to identify factors affecting the customer loyalty and to 

identify its effect on purchase intention. 

 RESEARCH GAP AND STATEMENT OF THE PROBLEM  

Though there are plenty of literatures showing the effect of loyalty programme on consumer’s 

purchase intention, the studies that examine the effect of the factors influencing customer loyalty 

and to know the extent of satisfaction of customers regarding loyalty programme is hardly found 

in literature. Thus it is essential to identify the reasons behind the mass increase in the volume of 

sales as a result of the loyalty programme offered by the retailers and wholesalers. This study thus 

aims to fill the gap in literature and tests a model having hypothesized relationship of various 

factors influencing the purchase intention of consumers. The study mainly focuses on addressing 

the following research questions.  

1. What are the factors influencing customer loyalty?  

2. To know the extent of satisfaction of customers regarding loyalty programme?  

3. To identify whether there is any relation between customer loyalty and purchase intention?  

. SIGNIFICANCE AND NEED OF THE STUDY   

Findings of the study might be useful for and important among students and academicians being 

input for doing similar nature of research in future. The research will give various factors that 

influence the purchase intention of consumers. Furthermore, the result of this study will provide 

guidance to the industry players who are looking to increase their sales revenue through offering 

the customers with loyalty programmes.  
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OBJECTIVES OF THE STUDY  

The study “A Study on The Effect of Loyalty Programme on Purchase Intention” is carried out 

with the following objectives.  

• To study the factors influencing customer loyalty.  

• To measure the satisfaction of customers regarding the loyalty programme.  

• To identify the relation between customer loyalty and purchase intention.  

 

METHODOLOGY OF THE STUDY  

The project “A Study on the Effect Of Loyalty Programme On Purchase Intention” is a study 

based on the information collected from both primary and secondary data. Google form 

questionnaires where send to 200 respondents, out of these only 140 responded back and after 

sorting the incomplete and incorrect questionnaire 115 forms where selected for conducting the 

research. Data was collected by purposive sampling method.  

 

 

 

  Hypothesized Model   
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RESULTS AND DISCUSSION  

 

Demographic profile 

 

 Out of the total respondents 32.2% are male and67.8% are female  

 82.6% are below the age of 25,3.5% are age between 35-45 and 5.2% are between the age 

of 45-60.  

 Out of the total respondents, 60.9% of respondents are Students, 22.6% are professionals, 

2.6% and 3.5% are  Homemaker and Unemployed. 

 Out of the total respondents, 26.1% are have income between       10000-20000, 20.9% 

have  between 20000-30000, 23.5% are have between 30000-40000 and 29.6% have 

income above 40000. 

 Out of the total 115 respondents 1.7% are +12 and below, 47.8% of them are graduates 

and 50.4% of them are post graduates.  

 

Reliability Analysis  

 

A Reliability Test was carried out using Cronbach’s Alpha, which measures the internal 

consistency of research constructs .  The Alpha values for all the nine factors are above 0.70, the 

threshold suggested by Nunnally (1978). Thus it can be concluded that the scale has internal 

consistency and reliability.  

    Cronbach’s Co-efficient Alpha CE,RI,PUP,ATL,BL,ML,CL,IL,PI  

Sl. No Factors (constructs) 
Item 

Acronym 

Number 

of items 

 

Cronbach 

’s alpha 

1  Customer Equity  CE  3  .729  

2  Repatronage Intention  RI  2  .761  

3  Programme Utility Perception  PUP  2  .640  

4  Attitudinal Loyalty  ATL  3  .713  

5  Behavioural Loyalty  BL  2  .766  

6  Mercenary Loyalty  ML  2  .723  

7  Cult Loyalty  CL  2  .742  

8  Inertia Loyalty  IL  3  .819  

9  Purchase Intention  PI  3  .751  

 

 

Customer Equity  

Customer Equity is an indicator of how valuable business is in the market and in the minds of the 

customers. It represents the value that current and future potential customers will provide to a 

company during the entire lifespan of their relationship.  
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Measures of Customer Equity 

Measures  Item 

Acronym  

Mean  Mode  SD  

When goods are on discount the stores get more 

customers  

CE1  4.27  4  .765  

Using loyalty programme stimulated me to focus 

my mind on brand/store  

CE2  3.39  3  .924  

Loyalty programme stimulate my interest to learn 

more about the brand  

CE3  3.53  4  .976  

 

Mean is highest for CE1(4.27) and lowest for CE2(3.39). Mean scores shows that most of 

the respondents believe  that when goods are on discount the stores get more customers. SD is 

highest for CE3 (.976) and lowest for CE3(.765).Mode for CE1 and CE3 are 4 respectively. It is 

evident that the customers have high lifetime value towards Loyalty programme.  

  

Repatronage Intention  

  A repeat purchase is the purchase by a consumer of a same-brand product as bought on a 

previous occasion. A repeat purchase is an indicator of a degree of customer loyalty to a brand.  

Measures of Repatronage Intention  

Measures 

 

Item 

Acronym 

Mean Mode SD 

I often come for shopping to get  

more vouchers  

RI1  3.17  3  1.059  

I have won severally and this made me 

continue being a customer to save money  

RI2  3.19  3  1.123  

 

Mean is slightly higher for RI1 (3.19) and for PR2 it is 3.17. Mode is 3 for RI1 and RI2, 

which means most of the respondents neutrally agree that loyalty programme influence 

repatronage intention of customers. SD is highest for RI2 (1.123) followed by PR2 which has 

1.059  

  

Programme Utility Perception  

 The process, by which individuals organize and interpret their sensory impressions in order to 

give meaning to their environment, is referred to as perception.  

  

Measures of Programme Utility Perception 

Measures Item Acronym Mean Mode SD 

I am attracted to a particular store  

by the gifts it offers  

PUP1  3.43  4  1.185  

I redeem the points for goods offered  PUP2  3.74  4  .909  
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Mean for PUP2 is the highest (3.74) and PUP1 has the mean of 3.43.Mode for the 2 measures is 

4.Thus we can conclude that customers perception regarding loyalty programme is good.  

  

Attitudinal Loyalty  

A person who shops simply feels really positive about the brand him or herself internally, 

is “attitudinally” loyal. Attitudinally loyal customers are great for businesses because they add 

strength to already positive brands, plus their word of mouth promotions can be invaluable in 

attracting other customers.  

Measures of Attitudinal Loyalty 

Measures  

  

Item Acronym  Mean  Mode  SD  

Based on your utility/experience  

would you recommend this to others  

ATL2  3.74  4  .762  

Loyalty programmes values people and 

relationship ahead of short term goals  

ATL3  3.82  4  .790  

Mean for ATL3 is highest among the above measures(3.82). The mode is 4 for ATL2 and ATL3. 

It is therefore evident that customers agree that they show attitudinal loyalty towards various 

loyalty programme.  

Usage of Loyalty Cards  

Usage of Loyalty Cards  

Scales  Frequency  Percentage  

Less than 6 months  29  25.2%  

More than 6 months  28  24.3%  

1year-3 years  32  27.8%  

3year and above  26  22.7%  

TOTAL  115  100%  

From the table it can be concluded that most of the respondents have been using loyalty cards for 

more than 1 year  and less than 3 years. But it is clear from the above table that other category 

also include almost the same number of respondents.  

  

Behavioural Loyalty  

Behavioural Loyalty Models of behavioural loyalty were primarily defined by patterns of brand 

allegiance or the expenditure of purchases towards a brand over a period of time.  

Measures of Behavioural Loyalty  

Measures  Item Acronym  Mean  Mode  SD  

I am a regular customer of a particular 
supermarket because of  

the discount it offers  

BL1  3.58  4  .991  

Having a loyalty card makes me want to 

shop at the same store more frequently  

BL2  3.70  4  .929  
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Mean for BL2 is slightly higher than BL1 ie 3.70 and 3.58 respectively. The mode is 4 for both 

the measures. It is therefore evident that customers agree that they show behavioural loyalty 

towards various loyalty programme offered by various stores or brand.  

  

Mercenary Loyalty  

  

It is defined as paying customers for their loyalty. This could be with traditional punch cards, 

excessive membership discounts etc  

                 Measures of Mercenary Loyalty  

Measures  

  

Item Acronym  Mean  Mode  SD  

I get vouchers for the loyalty I show 

towards a particular store (i.e. rewarded 

according to how much I shop)  

ML1  3.68  4  .913  

I buy products that earn me extra points  ML2  3.45  4  1.045  

 

Mean for ML1 is the highest (3.68) and ML2 has the lowest mean (3.66) .Mode for the 2 measures 

is 4.Thus we can conclude that customers agrees that they exhibit mercenary loyalty towards 

loyalty programme offered .  

  

Cult Loyalty  

  

At this tier the customer and the brand begin to merge, so that rejecting the brand would be like 

rejecting your own values. It can be cultivated, particularly through an effective social-media 

strategy.  

  

Measures of Cult Loyalty  

Measures  

  

Item Acronym  Mean  Mode  SD  

Do you consider the loyalty programme 

as reliable & valuable  

  

CL1  3.71  4  .747  

Would you like to switch brands/ store if 

an alternate brand / store offers you 

better offers  

CL2  3.85  4  .910  

Mean for CL2 is the highest (3.85) and followed by CL1 which has got a mean of 3.71 .Mode for 

both the measures is 4. It is evident from the table that most of the customers exhibit cult loyalty 

as they consider these programmes as a part of themselves.  
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Inertia Loyalty  

Inertia loyalty make it hard to leave the programme, rather than irresistible to stay.  

Customers in this tier stick around because it’s too inconvenient to escape.  

                                     Measures of Inertia Loyalty  

Measures  

  

Item Acronym  Mean  Mode  SD  

When it comes to substitute goods I go 
for the ones that are on discount 

IL1  3.92  4  .860  

The point build up creates emotional 

relationship, hence results in continued 
frequency at the supermarket. 

IL2  3.63  4  .932  

Is the switching cost that makes you 

stick to a particular store  

IL3  3.50  4  1.021  

Mean for IL1 is the highest (3.92) and IL3 has the lowest mean (3.50) .Mode for the 3 measures is 

4.Thus we can conclude that inertia loyalty makes customers to stay with certain loyalty 

programmes.  

  

Purchase Intention  

In simplest of terms, purchase intention is the likelihood of a customer buying the same product 

again based on their purchase history or it can also be the need of a product which is driving the 

customer towards a purchase..  

Measures of Purchase Intention  

Measures  

  

Item Acronym  Mean  Mode  SD  

Do you think the relevance of the loyalty 

programme is influential while making a 

purchase decision  

PI1  3.70  4  .870  

Do you buy a product based on the 

attractiveness of the reality than the 

loyalty programme offered  

PI2  3.63  4  .958  

Do you stick on to the same brand/store 

irrespective of loyalty programme 

offered  

PI4  3.22  3  .953  

 

The mean, mode and SD for PI1, PI2 and PI4 are given in Table 3.2.10. Mean for PI1 is the 

highest (3.70) and PI4 has the lowest mean (3.22) and PI2 has the mean 3.22. Mode for PI1 and 

PI2 is 4 and from this we can conclude that most of the respondents very likely and their purchase 

decision is influenced by loyalty programme.   
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 Factors determining purchase decision  

 

Scales  Frequency  Percentage  

Quality of the product  11  9.6%  

Loyalty Programme  88  76.5%  

Peer Influence  11  9.6%  

Image of the brand  5  4.3%  

TOTAL  115  100%  

   

From the above table it is evident that for more than half of the respondents Loyalty programme is 

an important factor that influences their purchase decision. Other factors that influence the 

purchase decision are less than 15% and therefore not significant.  

 

Measures of variables   

.  

Measures of variables  

Measures Item acronym   

  
No. Of Items  Mean  SD  

Customer equity             CE  3  11.1913  1.9371  

Repatronage Intention   RI  2  6.3565  1.9609  

Programme utility  

perception 

PUP  2  7.1652  1.8109  

Attitudinal Loyalty  ATL  3  10.0609  1.5799  

Behavioural Loyalty  BL  2  7.2783  1.5979  

Mercenary Loyalty   ML  2  7.1304  1.7498  

Cult  Loyalty  CL  2  7.5652  1.2986  

Inertia Loyalty  IL  3  11.0435  2.3032  

Purchase Intention  PI  4  11.9652  1.9909  

 

The highest mean value is for PI (Purchase Intention) of 11.9652. RI (Repatronage Intention) has 

the lowest mean value of 6.3565. Highest SD is for IL (Inertia Loyalty) with 2.3032 and lowest 

SD is of  CL (Cult Loyalty) with 1.2986.  

Regression analysis and model validation  

Correlation analysis   

Correlation analysis is carried out before conducting regression analysis in order to quantify the 

strength of relationship between the variables. It tests the linear relationship between the variables. 
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Each correlation appears twice: above and below the main diagonal. The correlations on the main 

diagonal are the correlations between each variable and itself.   

  

Table showing the correlation between independent and dependent variables. 

  CE  RI  PUP  ATL  BL  ML  CL  IL  PI  

CE  1  .331**  .376**  .372**  .473**  .464**  .441**  .415**  .407**  

RI    1  .680**  .352**  .472**  .610**  .315**  .400**  .249**  

PUP      1  .214*  .566**  .511**  .400**  .354**  .311**  

ATL        1  .278**  .226*  .290**  .301**  .391**  

BL          1  .457**  .507**  .371**  .293**  

ML            1  .288**  .460**  .404**  

CL              1  .306**  .311**  

IL                1  .324**  

PI                  1  

** Correlation is significant at the 0.01 level (2-tailed).  

* Correlation is significant at the 0.05 level (2-tailed).  

This table shows the correlation between independent variables like Customer Equity, 

Repatronage Intention, Programme Utility Perception, Attitudinal Loyalty, Behavioural Loyalty, 

Mercenary Loyalty, Cult Loyalty, Inertia Loyalty and the dependent variable Purchase Intention. 

The correlation coefficient should always be in the range of -1 to 1.A correlation is statistically 

significant if it is P value < 0.05 and P value <0.01. Based on the coefficient of correlation in the 

above table it is inferred that there exists a high positive correlation between all the variables.  

              

                Table of Model Summary  

Model  R  R Square  Adjusted R 

Square  

Std. Error of 

the estimates  

DurbanWatson  

1  .560a  .314  .262  1.70998  2.286  

a .Predictors: (Constant), Inertia Loyalty, Attitudinal Loyalty, Cult Loyalty, Repatronage 

Intention, Customer Equity, Behavioural Loyalty, Mercenary Loyalty, Programme Utility 

Perception  

  

R square is the percent of the variance in the dependent explained uniquely or jointly by the 

independents. The R square and adjusted R square will be same when used for the case of few 

independents. The R square and adjusted R square shown is almost the same. The Durbin-Watson 

statistic is 2.286, which indicates independence of observations. It is a good practice to find the 

adjusted R square value because it explicitly takes into account the number of variables included 

in the model. Hence adjusted R square value is used for interpreting the results.  
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ANOVA of regression model 

                                                        ANOVAa                                 

Model  Sum Of 

Square  

Df  Mean Square  F  Sig.  

Regression  141.915  8  17.739  6.067  .000a  

Residual  309.946  106  2.924      

Total  451.861  114        

a .Predictors: (Constant), Inertia Loyalty, Attitudinal Loyalty, Cult Loyalty, Repatronage 

Intention, Customer Equity, Behavioural Loyalty, Mercenary Loyalty, Programme Utility 

Perception  

  

ANOVA table showing the regression model fit, presented shows that the model is statistically 

significant at 1 percent significance level.  

 Coefficients of regression analysis  

Variables   
  

Item acronym  Standardized Beta 

coefficient   

P value  

Customer Equity  CE  .334  .000**  

Repatronage Intention  RI  .288  .007**  

Programme Utility Perception  PUP  .174  .049*  

Attitudinal Loyalty  ATL  .084    .235  

Behavioural Loyalty  BL    .242   .004**  

Mercenary Loyalty  ML  .112  .023*  

Cult Loyalty  CL  .312  .010*  

Inertia Loyalty  IL  .321  .014*  

** Denotes significance at 1% level   

* Denotes significance at 5% level  

The above table states that there is a significant relation between the variables and all these 

variables are directly or indirectly tends to Purchase Intention. It also presents the Standardized 

Beta coefficient values and significant values of independent variables Customer Equity, 

Programme Utility Perception, Attitudinal Loyalty, Behavioural Loyalty, Mercenary Loyalty, Cult 

Loyalty and Inertia Loyalty. The independent variables Customer Equity, Repatronage Intention 

and Behavioural Loyalty are statistically significant at 1 percent significance level and the 

independent variables Programme Utility Perception, Mercenary Loyalty, Cult Loyalty and Inertia 

Loyalty are statistically significant at 5 percent significance level. It means that these seven 

independent variables have significant positive effect on Purchase Intention. Hence H01, H02, 

H03, H05, H06, H07 and H08 are rejected. The beta coefficients give a measure of the 

contribution of each variable to the model. Higher the beta value, the greater is the effect of 

independent variable on the dependent variable.  
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 VALIDATED MODEL   

 

  

The above model states that there is a significant relation between the variables. The entire null 

hypothesis (H01, H02, H03, H05, H06, H07, H08) are rejected and it is proved that there exist a 

strong significant relationship between these variables. Based on the Standardised beta co-

efficient given in the above table following interpretations can be made:  

  

  H01: Customer Equity has strong relationship of 33.4 percent over Purchase Intention.  

  H02:  Repatronage Intention has relationship of 28.8 percent over Purchase Intention.  

  H03:  Programme Utility Perception has relationship of 17.4 percent over Purchase 

Intention.  

  H04: Attitudinal Loyalty has impact of only 8.4 percent over Purchase Intention.  

  H05: Behavioural Loyalty has impact of only 24.2 percent over Purchase Intention.  

  H06:Mercenary Loyalty has impact of only 11.2 percent over Purchase Intention.  

  H07: Cult Loyalty has impact of only 31.2 percent over Purchase Intention.  

  H08: Inertia Loyalty has impact of only 32.1 percent over Purchase Intention.  

  

Multiple regression analysis examined the effect of Customer Equity, Programme Utility 

Perception, Attitudinal Loyalty, Behavioural Loyalty, Mercenary Loyalty, Cult Loyalty and 

Inertia Loyalty on Purchase Intention. Regression model was formed using step-wise method. The 

model is statistically significant at 0.01 level and 0.05 level. Customer Equity has the highest beta 

coefficient followed by Inertia Loyalty. The model states that the variable Customer Equity 

followed by Inertia Loyalty has a major influence on Purchase Intention compared to other 

variables. Among the independent variables Customer Equity has greater effect followed by 

Inertia Loyalty, Cult Loyalty, Repatronage Intention, Behavioural Loyalty, Programme Utility 

Perception and Mercenary Loyalty. It is also inferred that the independent variable Attitudinal 

   
                 

                                                                                     

Customer equity              
  

Repatronage Intention    

  Programme utility perception 
   

Behavioural Loyalty   

Mercenary Loyalty     

  

Cult  Loyalty     

Inertia Loyalty   

. 288   

. 174   

.242   

.112   

.312   

.321   

Purchase Intention 
  

.334   
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Loyalty is statistically not significant even at 5 percent significance level. Hence H04 is accepted. 

It means that Attitudinal Loyalty has no significant effect of Purchase Intention.  

  

MAJOR FINDINGS    

1. Customer Equity is found to be a strong factor which leads to Purchase Intention. It is 

evident from the Beta Coefficient of 33.4 percent. Thus Customer Equity establishes 

strong positive relation over Purchase Intention.  

2. There exists a positive relation between Repatronage Intention and Purchase Intention. 

Based on the Beta coefficient, it is evident that there is 28.8 percent impact over Purchase 

Intention.  

3. Programme Utility Perception establishes positive relation over Purchase Intention with 

the Beta coefficient of 17.4 percent.  

4. Attitudinal Loyalty establishes least positive relationship with Purchase Intention which is 

shown by Beta Coefficient of 8.4 percent.  

5. There exists a positive relation between Behavioural Loyalty and Purchade Intention. Its 

Beta Coefficient gives 24.2 percent impact over Purchase Intention.  

6. Mercenary Loyalty establishes positive relation over Purchase Intention with its Beta 

Coefficient of 11.2 percent.  

7. Cult Loyalty establishes strong positive relation over Purchase Intention with its Beta 

Coefficient of 31.2 percent.   

8. Inertia Loyalty has a strong positive impact over Purchase Intention. Its Beta Coefficient is 

32.1 percent which shows strong positive relation between them.  

All the factors identified in the study have a positive effect over Purchase Intention. From the 

study, it is also evident that the Customer’s Equity towards loyalty programme has significantly 

influenced the purchase intention of customers. Moreover it has also increased the number of 

purchases made by the customers with the use of loyalty cards.  

CONCLUSION  

The study concludes that Loyalty Programme has significant impact on purchase intention 

of consumers. According to the finding of this study, we are able to observe that there exist 

positive correlations between various factors that affect customer loyalty and purchase intention. 

major factor that affect the purchase intention of the customers are customer equity, repatronage 

intention, programme utility perception, Behavioural loyalty, mercenary loyalty cult loyalty and 

inertia loyalty. This study also affirms the importance of effect of loyalty programme on purchase 

intention; it positively influences the buying intention of the customers. 
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Abstract 

People often face constraints such as lack of time or information in taking decisions, which 

leads them to heuristics. Heuristics are useful to take some shortcuts in order to decide faster and 

with fewer resources, even if that leads to suboptimal decisions. When applied to financial markets, 

the Recognition Heuristic predicts that investors acquire the stocks that they are aware of. The 

Recognition Heuristics state that an individual, when facing the challenge to choose between two 

objects and he is familiar with only one of the objects, the individual would always choose the object 

that he is familiar with. The concept of Recognition Heuristics has its origin on the psychology and 

intends to be a fast and frugal way of thinking to take decisions on a bounded rationality scenario. 

Volatility has become the order of the day. The kind of volatility we have witnessed in the Indian 

Equity market in recent times is unprecedented. Even though this study is limited to the investments 

in security markets, it is true with other assets like gold, currencies, real estate etc. This leaves the 

Indian investors baffled at times. The main objective of this study is to study various factors leading 

the investors to adopt recognition heuristics in investment decisions and also find which factor 

influences more. There are limited studies in the area of behavior finance in India, especially the 

relationship between Recognition Heuristics and investment decisions. The study begins with the 

existing factors of Recognition Heuristics in behavioral finance, based on which, hypothesis are 

proposed. Then, the hypothesis is tested using multiple regressions. The results showed that 

Recognition heuristics has a great impact on individual investment decisions and among the 

variables herding instinct has the highest effect. The study is limited to the individual investors in 

security markets. 

Key words: Behavioral finance, Recognition Heuristics, Investment Decisions, Herding, Anchoring, 

Representativeness bias, Over confidence bias, Availability bias 

INTRODUCTION 

 The concept of Recognition Heuristics has its origin from the psychology and states that an 

individual, when facing the challenge to choose between two objects and he is familiar with only one 
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of the objects, the individual would always choose the object that he is familiar with. When applied 

to financial markets, it is supposed that investors may acquire only the stocks that they are aware of, 

inflating the price of the most recognized stocks. 

 Human decisions often depend on their nature, intuitions, and habits, cognitive or emotional 

biases hidden deeply at one‟s mind. Behavior finance is the study of how psychology affects 

financial decisions and financial markets. Since psychology explores human judgment, behavior and 

welfare, it can also provide important facts about how human actions differ from traditional 

economic assumptions ( Pompian ,2012). Psychological factors like anchoring , depending on too 

low available information, being over confidenton their own knowledge, past experiences, following 

the crowd etc lead investors to recognition heuristics in investment decisions. 

REVIEW OF LITERATURE AND MODEL DEVELOPMENT 

 The concept of recognition heuristic was introduced by Goldstein &Gigerenzer (1999, 2002) and 

its pretended to “exploit the vast and efficient capacity of recognition to make inferences about 

unknown aspects of the world” (Goldstein and Gigerenzer, 1999, p. 4). Merton (1987) was the first 

economist to point out the concept of recognition and to presume that investor attention may be 

relevant to stock pricing. Anchoring is a bias in recognition heuristics in which people make their 

decision based on initial point (Pompian, 2011). Montier (2002) argues that investors use previous 

stock price as anchor for today stock price, which result to underreact to fundamental information 

and change in stock price. Shiller (2000) results showed that investors tend to be optimistic in bull 

market and pessimistic in bear market. Availability refer to the tendency in which people relies upon 

knowledge that is easily available (Tversky and Kahneman, 1974). Investors give more weight on 

easily available information (Pompian, 2011).. According to Kahneman and Tversky (1974), 

individuals use the availability heuristic when making judgments on the basis of how easily they can 

use the memory of what they perceive as relevant circumstances of a phenomenon. Tversky and 

Kahneman, (1974) ,  "Availability is a useful clue for assessing frequency or probability, because of 

instances of large classes (Kahneman and Tversky, 1974, p. 1127). The overconfidence bias which is 

related to the self- attribution bias is the tendency of an individual to attribute his success to his own 

talent and ability while blaming „bad luck‟ for his failure, making himself overestimating his talent. 
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Qadri&Shabbir (2013), Lim (2012), Qureshi et al. (2012) and Bashir et al. (2013) have found 

overconfidence to have positive significant impact on investors‟ decision making. Atif (2014) and 

Kengatharan (2014) found overconfidence to have negative impact on decision making.According to 

Pompian (2012), representativeness bias is a belief perseverance bias in which people tend to 

classify new information based on past experiences and classifications. It has also been shown that 

investors were prone to invest in stocks with higher recent past returns, the latter being consider as 

representative for future returns (DeBondt, 1993).  This is consistent with Dhar, Kumar (2001) who 

have investigated the price trends of stocks and have shown that stocks with positive abnormal 

recent returns are preferred to others.According to Luong& Thu Ha (2011), the herding individual 

will base his investment decision on the crowd actions of buying and selling, creating speculative 

bubbles phenomenon hence making the stock market to be inefficient.Further, some significant 

studies (Grinblatt et al., 1995; Lakonishok et al., 1992; Wermers, 1999) have been conducted on the 

herd behaviour in investment decision-making.  

 

  

 

  

 

  

 

  

 

Figure 2 :Hypothesized model 

Source: Compiled by the Researcher based on extensive review. 
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RESEARCH GAP 

Investors have an attitude of sticking towards a particular investment; they are ruled by 

emotions rather than rationality. Charles Dow has stated in his famous theory about technical 

analysis of securities that the investors‟ decision making is 90% psychological and 10% 

logical.Heuristics and frame of mind play an important role while deciding to choose investments in 

financial markets in India. (Dr. Deshmukh, DrSanskruthy Joseph 2016). Though there are a large 

number of studies on Heuristics and its effects, no studies have so far extended to the exclusive study 

of a type of heuristics like Recognition.  

OBJECTIVE 

The Study“A Study on influence in Investment Decisions by Recognition Heuristics cues” is 

anchored on following objectives: 

1. To explore the factors influencing recognition heuristics cue of the investors. 

2. To Unearth the effect of recognition heuristics cue on investment decisions of investor 

PREPOSITIONS 

Ho1: Anchoring has no significant effect on investment decisions.  

Ho2: Availability has no significant effect on investment decisions.  

Ho3: Confidence has no significant effect on investment decisions. 

Ho4: Representativeness has no significant effect on investment decisions.  

Ho5: Herding Instinct has no significant effect on investment decisions. 

 

METHODS AND MATERIALS USED 

The study is empirical in nature and survey method been used to collect primary data from127 

individual investors from different parts of South India. A combination of convenience and random 

sampling method were used because of the difficulty in obtaining details from individual investors. 

The constructs used for RH is obtained from the original work of Goldstein, D. G., &Gigerenzer,G. 

The constructs used for AN,OC, and HI are obtained from Murithi (2014), AV and ID 

fromMirzatUllahKhan (2015) , constructs of RB from Pompian (2012) Murithi(2014), thus 

ensuring content validity. The constructs were measured on a five-point Likert scale with responses 
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ranging from strongly agree (5) to strongly  disagree (1). To measure customer satisfaction 

construct also, five-point Likert scale with responses ranging from strongly agree (5) strongly 

disagree (1) were used. Multiple regression analysis was used to validate the model. 

DEMOGRAPHICS OF THE STUDY 

The demographic variables like gender, age and experience play a pertinent role in the investment 

decision making of investors through recognition heuristics. The study was conducted among 127 

individual investors out of which 79 were men and 48 were women. Majority of the respondents 

were under the age of 30. Only 9 respondents are above the age of 60. The experience in investment 

area is very much low. More than 70% of the respondents are less experienced. To put it succinctly, 

young males with less experience are the major part of investors who use recognition heuristics as a 

tool for selecting an investment. 

RESULTS AND DISCUSSION 

Reliability analysis 

A Reliability Test was carried out using Cronbach‟s Alpha, which measures the internal consistency 

of research constructs and the result is exhibited in Table 1.  The Alpha values for all the 6 factors 

are above 0.70, the threshold suggested by Nunnally (1978). Thus it can be concluded that the scale 

has internal consistency and reliability. In other words, the items that are used in it measures what 

are intended to measure. 
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Table 1Cronbach’s Co-efficient Alpha – AN, AV, OC, RB, HI, ID 

Sl. No Factors (constructs) Number of items 
Cronbach’s 

alpha 

1 Anchoring bias 4 .852 

2 Availability bias 4 .741 

3 Over confidence 4 .749 

4 Representativeness bias 4 .704 

5 Herding instinct 4 .809 

6 Investment decisions 5 .843 

Source : author‟s calculation 

Correlation analysis 

Correlation analysis is carried out before conducting regression analysis in order to quantify the 

strength of relationship between the variables. It tests the linear relationship between the variables. 
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Table 2shows the correlation between independent and dependent variables 

Table 2 Correlation 

Variable Name and 

Acronym 

 

AN 

 

AV 

 

OC 

 

RB 

 

HI 

 

ID 

 

Anchoring Bias (AN) 

 

 

1 

 

.568
**

 

 

.400
**

 

 

.406
**

 

 

.537
**

 

 

.513
**

 

 

Availability Bias (AV) 

  

 

1 

 

.416
**

 

 

.437
**

 

 

.437
**

 

 

.519
**

 

 

Over Confidence (OC) 

   

 

1 

 

.560
**

 

 

.490
**

 

 

.618
**

 

 

Representativeness Bias 

(RB) 

    

 

1 

 

.372
**

 

 

.555
**

 

 

Herding Instinct (HI) 

     

 

1 

 

.641
**

 

 

Investment Decisions 

(ID) 

      

 

1 

** Correlation is significant at the 0.01 level (2-tailed). 

This table shows the correlation between independent variables and the dependent variable. 

The correlat ion coefficient should always be in the range of -1 to 1.A correlation is 

statistically significant if it is “Sig. (2-tailed)” < 0.05. Based on the coefficient of correlation in the 

above table it is inferred that there exists a high positive correlation between all the variables. 
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Coefficients of regression analysis 

Table 3Coefficients of Regression Analysis 

Variables Item 

acronym 

Beta  P value Adjusted R 

Square 

Durbin-

Watson 

Anchoring bias AN .066 .393 

.577 2.219 

Availability bias AV .139 .049
*
 

Over confidence OC .253 .001** 

Representativenes

s bias 

RB .196 .008** 

Herding instinct HI .347 .000** 

Source: Authors‟ calculation. R-squared = 0.594 

** Denotes significance at 1% level 

* Denotes significance at 5% level 

 

Multiple regression analysis examined the effect of independent variables on dependent 

variable. The Durbin-Watson statistic is 2.219 which indicates independence of observations. The 

model is statistically significant at 1% level and 5% level respectively. HI has the highest beta 

coefficient (0.347) followed by OC (0.253). The model states that the variable herding instinct 

followed by over confidence has a major influence on brand image compared to other variable 

 

 

 



GIS Business 
 

ISSN: 1430-3663 
 

Vol-15-Issue-4-April-2020 
 

P a g e  | 552  Copyright ⓒ 2019Authors 

 

Validated model 

 

  

 

  

 

  

 

Figure 2: Empirically Validated Model 

Empirically validated model is portrayed in the figure 2. It is been found that herding instinct has the 

highest impact of .347 for every 1 unit of investment decisions.  Similarly 25.3%, 19.6% and 13.69% 

impact is made by over confidence, representativeness bias and availability bias respectively. 

 

CONCLUSION AND SCOPE FOR FURTHER RESEARCH 

The study was conducted on the topic “Recognition Heuristics cues in Investment decisions” with an 

objective of identifying the various factors of recognition heuristics that lead to investment decisions 

and to validate a model. The study was conducted over a period of one year. Though there are plenty 

of literatures that have explored the area heuristics, a comprehensive study which covers a single 

type of heuristics called recognition heuristics and its factors in depth leading to investment 

decisions of individual investors are rarely found in the literature, especially in India. Five constructs 

of Recognition Heuristics were used in the study. Among them Herding Instinct, Over confidence, 

Representativeness bias and Availability bias are the biases having significant effect on investment 

decisions and Anchoring bias was found non influential. Thus the study paves path for the future 

researches to explore whether these biases are having a positive or negative effect on the investment 
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decisions. It is also important for research to be carried out on the effect of behavioural finance on 

other kinds of investors like institutional investors.  

 

References 

1. Abad, C., Thore, S.A., Laffarga, J., 2004. Fundamental analysis of stocks by two-stage DEA. 

Manag. Decis. Econ. 25 (5), 231–241. http://dx.doi.org/10.1002/mde. 1145 

2. AbdulahiDakaneAthur  D63/68951/2013 Effect Of Behavioural Biases On Investment 

Decisions Of Individual Investors In Kenya 

3. Akerlof, G. A. &Shiller, R. J. (2010). "Animal spirits: How human psychology drives the 

economy, and why it matters for global capitalism", Princeton University Press. 

4. Arthur, W. B. 1996. Asset pricing under endogenous expectations in an artificial stock 

market. Brunel University, London. 

5. Association for Investment Management and Research. Financial Analyst Journal, Vol. 55, 

No.6, P. 18-27 

6. Assymetry. Boston: Boston College: Unpublished Thesis. 

7. AtifKafayat., 2014. Interrelationship of Biases: Effect Investment Decisions Ultimately. 

Theoretical and Applied Economics XXI 6(595), 85-110. 

8. Barberis, N. (2001). Investors seek lessons in thinking. Financial times. 

9. Bashir, T., Azam, N., Butt, A. A., Javed, A., Tanvir, A., 2013. Are Behavioral Biases 

Influenced By Demographic Characteristics & Personality Traits? Evidence from Pakistan. 

European Scientific Journal 9(29), 277-293. 

10. Behavioural Approach. National Conference on Interprise Management. New Delhi. 

11. Belsky,&Gilovich. (1999). Why Smart People Make Big Money Mistakes-and how to correct 

them.Lessons from the new ScienceofBehavioural Economics. New York: 

12. Bodie, Z., Kane, A., Marcus, A.J. (2008). Investments. 4th Edition, McGrawHill. 

13. Borges, B., Goldstein, D. G., Ortmann, A. &Gigerenzer, G. (1999). "Can ignorance beat the 

stock market?". Simple heuristics that make us smart. Vol. New York, NY, US: Oxford 

University Press. 

http://dx.doi.org/10.1002/mde.%201145


GIS Business 
 

ISSN: 1430-3663 
 

Vol-15-Issue-4-April-2020 
 

P a g e  | 554  Copyright ⓒ 2019Authors 

 

14. Brad m Barber ,TerranceOdean (1999). The Courage of Misguided Convictions, Association 

for Investment Management and Research November/December -1999 

15. Busenitz, L.W., Barney, J.B., 1997. Differences between entrepreneurs and managers in large 

organizations: biases and heuristics in strategic decision-making. J. Bus. Ventur. 12 (1), 9–

30. http://dx.doi.org/10.1016/S0883-9026(96)00003-1. 

16. Chandra, A. & Sharma. (2010). Investment Management by Individual Investors: A 

17. Chen, G., Kim, K.A., Nofsinger, J.R., Rui, O.M., 2007. Trading performance, disposition 

effect, overconfidence, representativeness bias, and experience of emerging market investors. 

J. Behav. Decis. Making 20 (4), 425–451. http://dx.doi.org/10.1002/bdm.561. 

18. Cooper D. R. & Schindler, S. (2005). Business Research Methods, 3rd Edition. New York: 

McGraw Hill. 

19. Daniel, K., Hirshleifer, D., Subrahmanyam, A., 1998. Investor psychology and security 

market under-and overreactions. J. Finance 53 (6), 1839–1885. http://dx.doi. 

org/10.1111/0022-1082.0007. 

20. Debondt, W. F. M. &Thaler, R. (1985). "Does The Stock-Market Overreact". Journal of 

Finance, Vol. 40, pp. 793-805. 

21. DeBondt, W., 1993. Betting on trends: Intuitive forecasts of financial risk and 

return.International Journal ofForecasting, Vol. 9, pp. 355–371; 

22. Dhar, R., Kumar, A., 2001. A non-random walk down the main street: Impact of price trends 

on trading decisions of individual investors. Working paper (No. 00-45), International Center 

for Finance, Yale School of Management, New Haven, CT; 

23. Dr G Deshmukh ,DrSanskruthy Joseph (2016) Behavioral Finance : An Introspection of 

investors psychology , Indian journal of commerce and management studies , volume –vii 

issue , 1 january 2016. 

24. Evans, D.A., 2006. Subject perceptions of confidence and predictive validity in financial 

information cues. J. Behav. Finance 7 (1), 12–28. 

25. Fang, L. &Peress, J. (2009). "Media Coverage and the Cross-section of Stock Returns". The 

Journal of Finance, Vol. 64, pp. 2023-2052. 

http://dx.doi.org/10.1016/S0883-9026(96)00003-1
http://dx.doi.org/10.1002/bdm.561


GIS Business 
 

ISSN: 1430-3663 
 

Vol-15-Issue-4-April-2020 
 

P a g e  | 555  Copyright ⓒ 2019Authors 

 

26. Fischhoff, B., Slovic, P., Lichtenstein, S., 1977. Knowing with certainty: the appropriateness 

of extreme confidence. J. Exp. Psychol. Hum. Percept. Perform. 3 (4), 552. 

http://dx.doi.org/10.1037//0096-1523.3.4.552. 

27. Fogel, O.& Berry, T. (2006).The disposition effect and individual investor decisions: the 

roles of regret and counterfactual alternatives, Journal of Behavioral Finance,7, (2),107–116.   

28. Goldstein, D. G. &Gigerenzer, G. (1999). "The recognition heuristic: How ignorance makes 

us smart". Simple heuristics that make us smart. Vol. New York, NY, US: Oxford University 

Press. 

29. Goldstein, D. G. &Gigerenzer, G. (2002). "Models of ecological rationality: The recognition 

heuristic". Psychological Review, Vol. 109, pp. 75-90. 

30. Goldstein, D. G., &Gigerenzer, G. (2002). Models of ecological rationality: The recognition 

heuristic. Psychological Review, 109, 75–90. 

31. Griffiths, H. (1990). Financial Investment, London; McGraw-Hill Book Company   

32. Griggs, R. A. & Cox, J. R. (1982). "THE ELUSIVE THEMATIC-MATERIALS EFFECT IN 

WASON SELECTION TASK". British Journal of Psychology, Vol. 73, pp. 407-420 

33. Grinblatt,M.andKeloharju,M.(2009),“Sensationseeking,overconfidence,andtradingactivity”, 

The Journal of Finance, Vol. 64 No. 2, pp. 549-578. 

34. Gwily, M. R. (2009). Can Behavioural Finance Model Account for Historical Asset Prices? 

Cardiff Economics Working Papers  

35. Hoffmann, A. O. I., &Shefrin, H. (n.d.). Behavioural Portfolio Analysis of Individual 

Investors 1, 1–45. 

36. Huberman, G. (2001). Familiarity breeds investment. Review of Financial Studies, Vol.14, 

pp. 659–680. 

37. Hvide, H.K., 2002. Pragmatic beliefs and overconfidence. J. Econ. Behav. Org. 48 (1), 15–

28. 

38. Kahneman, D. &Tversky, A. (1974). Judgment under Uncertainty: Heuristics and Biases, 

Science, 85(4157), 1124-1131. 

39. Kahneman, D., Tversky, A. (1979). Prospect Theory: An Analysis of Decision under Risk. 

Econometrica. Vol. 47, No 2. 

http://dx.doi.org/10.1037/0096-1523.3.4.552


GIS Business 
 

ISSN: 1430-3663 
 

Vol-15-Issue-4-April-2020 
 

P a g e  | 556  Copyright ⓒ 2019Authors 

 

40. Kengatharan, L., Kengatharan, N., 2014. The Influence of Behavioral Factors in Making 

Investment Decisions and Performance: Study on Investors of Colombo Stock Exchange, Sri 

Lanka. Asian Journal of Finance & Accounting 6(1), 1-23. 

41. Lakonishok,J.,Shleifer,A.andVishny,R.W.(1992),“Theimpactofinstitutionaltradingonstock 

prices”, Journal of Financial Economics, Vol. 32 No. 1, pp. 23-43. 

42. Li, X. (2004). Behavioural Explanation for Mispricing of IPOs' Discretionary Current 

Accruals and Impact of Firm's Information Environment on Information  

43. Lim, L.C., 2012. The Relationship between Psychological Biases and the Decision Making of 

Investor in Malaysian Share Market. Unpublished Paper International Conference on 

Management, Economics & Finance (ICMEF 2012) Proceeding.  

44. Luong, L. P., Thu Ha D. T., 2011. Behavioral Factors Influencing Individual Investors‟ 

Decision-Making and Performance A Survey At The Ho Chi Minh Stock Exchange. 

Unpublished M.Sc. Thesis, Umea School of Business. 

45. March, J. S. (1987). Managerial Perspective on Risk Taking. Management Science , No.33. 

46. Merton, R. C. (1987). "A Simple Model of Capital Market Equilibrium with Incomplete 

Information". The Journal of Finance, Vol. 42, pp. 483-510. 

47. Mugenda, M. O., Mugenda, G.A. (1999). Research methods: quantitative and Qualitative 

approaches. African Centre for Technology Studies. 

48. MurithiDolreenKaimuri 2014 effect of anchoring on investment decision making 

49. Murithi, D.K. (2014). The Effect of Anchoring on investment Decision Making by Individual 

Investors in Kenya. Unpublished MBA Research Proposal, University of Nairobi. 

50. Nofsinger and Richard, (2002). Individual investments behaviour, New york, McGraw-Hill 

51. Nunnally, J.C. (1978). Psychometric Theory. New York: McGraw-Hill 

52. Odean, T., 1998a. Do Investors Trade Too Much? http://dx.doi.org/10.1257/aer.89.5.1279. 

Available at SSRN 94143. 

53. Pachur, T., Todd, P. M., Gigerenzer, G., Schooler, L. J. & Goldstein, D. G. (2011). "The 

recognition heuristic: a review of theory and tests". Frontiers in Psychology, Vol. 2, pp. 1-14. 

54. Parikh, P., 2009. Value Investing and Behavioral Finance. Tata McGraw-Hill Education. 

55. Pompian, M. (2012). Behavioural Finance and Investor Types: Managing Behaviour to Make 

Better Investment Decisions. New York: John Wiley & Sons. 



GIS Business 
 

ISSN: 1430-3663 
 

Vol-15-Issue-4-April-2020 
 

P a g e  | 557  Copyright ⓒ 2019Authors 

 

56. Pompian, M.M., 2011. Behavioral Finance and Wealth Management: How to Build Optimal 

Portfolios That Account for Investor Biases, vol. 667 John Wiley&Sons 

57. Porta, R.L., Lakonishok, J., Shleifer, A., Vishny, R., 1997. Good news for value stocks: 

further evidence on market efficiency. J. Finance 52 (2), 859–874. 

58. Qadri, S. U., Shabbir, M., 2014. An Empirical Study of Overconfidence and Illusion of 

Control Biases, Impact on Investor‟s Decision Making: An Evidence from ISE. European 

Journal of Business and Management 6(14), 38-44.  

59. Qureshi, S. A., Rehman, K., Hunjra, A. I., 2012. Factors Affecting Investment Decision 

Making of Equity Fund Managers. Wulfenia Journal, Vol. 19, No. 10, 280-291 

60. Raines, J.P., Leathers, C.G. (2011). Behavioral Finance and Post Keynesian-Institutional 

Theories of Financial Markets, Journal of Post Keynesian Economics. 

61. Ritter, J. R. (2003). Behavioral Finance. Pacific-Basin Finance Journal, 11(4), 429-437. 

62. Ritter, J. R. (2003). Behavioural Finance. Pacific-Basin Finance Journal, 11(4), 429-437 

63. Ross, L. (1987). The Problem of Construal in Social Inference and Social 

Psychology.Hillsdale,NJ:Erlbaum. 

64. Scott SG, Bruce RA (1995) Decision-making style: the development and assessment of a 

new measure. EducPsycholMeas 55(5):818–831 

65. Sewell, M. (2005). Behavioural Finance. Retrieved July 25th, 2015, from 

http://www.behaviouralfinance.net 

66. Shah, A.K., & Oppenheimer, D.M. (2008).Heuristics made easy: An effort-reduction 

framework. Psychological Bulletin 

67. Shefrin, Hersh, 2000. Beyond Greed and Fear; Understanding Behavioral Finance and the 

Psychology of Investing, Boston: Harvard Business School Press. 

68. Shleifer, A. (2000). "Inefficient markets: An introduction to behavioral finance", Oxford 

university press.  

69. Statman, M. (1999). Behavioral Finance: Past Battles and Future Engagements.  

70. Statman, M. (2014). "Behavioral finance: Finance with normal people". Borsa Istanbul 

Review, Vol. 14, pp. 65-73. 

71. Thaler, R. (1993). Advances in Behavioral Finance. Journal of Political Economy, Vol.98 No 

4.Hoffnans ,Sheffrin and Pennings (2010) 

http://www.behaviouralfinance.net/


GIS Business 
 

ISSN: 1430-3663 
 

Vol-15-Issue-4-April-2020 
 

P a g e  | 558  Copyright ⓒ 2019Authors 

 

72. Waweru, N., M., Munyoki, E., &Uliana, E. (2008). The effects of behavioral factors in 

investment decision-making: a survey of institutional investors operating at the Nairobi Stock 

Exchange. International Journal of Business and Emerging Markets, 1(1), 24-41. 

http://dx.doi.org/10.1504/IJBEM.2008.019243 

73. Wermers,R.(1999),“Mutualfundherdingandtheimpactonstockprices”,TheJournalofFinance, 

Vol.54No.2,pp.581-622. 

74. Winchester, D.D., Huston, S.J., Finke, M.S. (2011). Investor Prudence and the Role of 

Financial Advice. Journal of Financial Service Professionals, July 2011. 

 

 

http://dx.doi.org/10.1504/IJBEM.2008.019243

	Modification of the electrical, optical and thermal properties�of L-Arginine Perchlorate single crystals by 5kGy and 8kGy�electron beam irradiation for optoelectronic devices
	1 Introduction
	2 Experimental procedure
	3 Results and discussion
	3.1 Optical properties
	3.2 Thermal studies
	3.3. Electrical studies

	4 Conclusion
	Acknowledgement
	References


